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The Internet of Things (IoT) is a new computing paradigm in which uniquely addressable objects 

such as Radio-Frequency IDentification (RFID) tags, sensors, actuators, and mobile phones, 

become part of the Internet environment, and cooperate with each other in order along with other 

resources to achieve common goals [1][4]. This paradigm opens the doors to new innovations that will build 

novel type of interactions among things and humans, and enables the realization of smart cities, infrastructures, and 

services for enhancing the quality of life and utilization of resources [5]. The number of connected smart 

objects is estimated to reach 212 billion by the end of 2020 [2, 3]. Such large numbers of connected 

smart objects will generate huge volumes of data that needs to be analysed and stored [6]. 

According to a study conducted by IBM, 2.5 quintillion bytes of data is generated every day [7]. 

Storing and processing such large volumes of Big Data is non-trivial, and requires the flexibility 

offered by Cloud computing [8]. Cloud computing offers a pool of configurable resources 

(hardware/software) that are available on demand [9], allowing users to submit jobs to service 

providers on the basis of pay-per-use. While the IoT provides smart devices with the ability to sense 

and generate large amount of data that reflect the physical world in different forms and different 

data speeds, Cloud Computing offers advanced technologies for ingesting, analysing and storing 

data [10]. The number of applications based on IoT and Cloud Computing is projected to increase 

rapidly over next few years. To this end, Gascon and Asin [11] predicted that in near future there 

will be about 54 types of IoT applications for addressing different domain [5] specific problems: 

security and emergency, smart environment, smart cities, smart metering, smart water, smart animal 

farming, smart agriculture, industrial control, retail, logistics, domestic and home automation and e-

Health.  

Quality of Service roadmap for IoT applications 

Users expectation from services provided by the Internet of Things are no different from most 

traditional computer and Internet based services in that they must be delivered with guaranteed 

levels of quality of service (QoS). For example, in emergency response (ER) IoT application, there 

is a need to receive and analyse data from deployed sensors immediately and accurately in order to 

allow for timely response to potential damage that can be caused in natural disaster situations such 

as earthquakes, floods, and tsunamis [12].  Such IoT applications can be extremely time sensitive 

and any delay in the collection/transferring/ingestion/analysis of sensor data may have disastrous 

consequences. 

As we note in our previous papers [4][13], engineering IoT applications that can guarantee QoS is a 

challenging and not feasible with the current state-of-the-art solutions available in context of IoT 

programming models (e.g. Amazon IoT, Google Cloud Dataflow, IBM Quark) and resource 

management methods [4][33]. An important difficulty is that IoT application eco-systems are 

typically consists of several layers involving multiple, heterogeneous hardware and software 

resources; and data types from digital and human sensors. An example of an IoT eco-system is 

depicted in Figure 1, which consists of following programming and resource management layers; 

sensing layer, gateway layer, network layer, and cloud layer. Providing customers with QoS 

guarantees requires the technical ability to ensure that their QoS requirements will be observed 

across each of the layers of an IoT application eco-system. 

Specification of IoT application specific QoS requirements within Service Level Agreements 

In purely business context, QoS requirements are formally specified in a Service Level Agreement 

(SLA) document [3] which serves as the basis of legal agreement and understanding of service 

terms, conditions, and commitments between consumers and providers. For example, Amazon Web 

Services’ SLA document stating the terms, conditions, and commitments for its S3 and EC2 

services can be found at [34] and [35] respectively. 



 
 

Figure 1: A multi-layered architecture IoT application eco-system involving Sensing, Gateway, 

Network, and Cloud layers. 

As IoT applications have layered architecture and complex Big Data flows across layers, there is a 

need to first model SLA for individual layers followed by their holistic aggregation. Such 

aggregated SLA document (template) will form basis for specifying an end-to-end SLA that can be 

used to specify the service terms, conditions and commitments for an  IoT application. Notably, 

cross-layer SLAs in IoT  have a strong dependency relationships with each of its upstream and 

downstream layers, regardless of whether this component is data, computing hardware, IoT sensor, 

software, or human. Thus violation of one or more constraints by one or more components (s) 

affects the adherence to the related SLA’s terms.  

To illustrate this concept, consider a remote health monitoring IoT application [13] where patients 

wear sensors and accelerometers to measure their heart rate and sugar levels, reminding them of the 

time to take medications, and detecting abnormal activities such as falling down. Subscribed 

patients might ask for a service that can satisfy the following high-level, strict SLA requirement: 

detecting abnormal activity, such as falling down, within x milliseconds, then alerting/notifying the 

ambulance, caregivers, and doctors within y minutes. To achieve this high-level SLA requirement, 

many nested-dependent QoS metrics should be considered, such as high-quality sensors with 

minimum event detection delay (within x milliseconds), available networks with low latency, and a 

high-alert detection and notification analytic  service to deliver the desirable alerts to relevant 

healthcare providers and relatives. As patients need to receive the required emergency treatment 

based on their health status within y minutes, this means that the aggregation of the response time 

from each layer should be within the time constraints, i.e. less than or equal to y minutes. A delay in 

the network, for example, would lead to a late response at the alert generation front-end, which 

could exceed the time the patient and healthcare provider was expecting (y minutes). Specifying 

SLA requirements with their required level of QoS and monitoring their adherence to these 

specifications is a non-trivial task and includes many challenges such as: 

A. Heterogeneity of data sources (IoT sensors) and their distributed locations. 

B. Heterogeneity of the key QoS metrics across layers. 

C. Heterogeneity of application requirements. 

D. Lack of unified/standard methods for collecting the required metrics across-layer and from 

multiple providers for end-to-end SLA monitoring purposes. 

 

 

 

 



SLA specification and monitoring current research efforts: 
Substantial research on the specification and monitoring of QoS and SLAs has been conducted for 

computer networks, web services, Grids, and Cloud Computing. But limited literature is available 

that deal the problem of specifying and monitoring end-to-end QoS and SLAs in an IoT application 

eco-system. For example, Netlogger provides an API that can be used by applications to check the 

load on network resources before and after performing operations/sending requests. However, 

Netlogger only monitors network resources and does not extend to other components of an IoT 

application [14, 15]. The Web Service Level Agreement (WSLA) standard described in [16] was 

developed for web service SLA specification. Also, WS-Agreement from the Open Grid Forum 

(OGF) defines a web service agreement specification as a protocol for launching an agreement 

between two parties. An illustration of how cloud providers in industry apply SLAs is shown in 

[21]. Cloud providers such as AmazonEC2, S3 (IaaS provider) and Windows Azure Compute and 

Storage, serve a pre-defined SLA, and the user can then choose the most appropriate provider that 

will fit their requirements. After entering into a contract with the selected provider, the SLA can be 

monitored against violations using third parties such as Cloudwatch, Cloudstatus and Monitis. The 

LoM2HiS Framework [14] aims to monitor and enforce SLA objectives in the cloud environment, 

especially; scalability, efficiency and reliability requirements. The framework aims to map low-

level resource metrics to high SLAs objectives. However, the LoM2HiS Framework does not 

extend beyond the Cloud infrastructure layer. A European Commission Report on Cloud 

Computing Service Level Agreements [24] identifies and describes several interesting research 

efforts. SLA(T) by the SLA@SOI project [25][27] is a model and language for service description 

that expresses the dependencies among services within/across layers in the Cloud. Another project 

(CONTRAIL) provides a quality model [28] for capturing different parameters of interest for 

customers and providers. The IRMOS project [3] proposes two SLAs at different levels: an 

application SLA to express high-level application terms between consumers and providers, and 

technical SLAs to express the low level QoS parameters linked to the infrastructure resources. 

Cloud4SOA [31], is a project which provides a unified monitoring interface that gives an overview 

of all of the customer deployments at one time, as well as selecting a set of unified metrics for 

monitoring both the execution and the usage of an application. IRMOS [32] provides an adaptable 

monitoring framework that collects data from both the application and technical level to monitor 

real-time application execution at time intervals based on the collected monitoring information and 

its associated SLA terms.  

Despite a number of impressive research efforts into the specification and monitoring of QoS 

requirements, none of them are suitable in context of IoT applications. Developing formal 

approaches for the specification of QoS requirements and monitoring end-to-end IoT ecosystems is 

what we term as the next “grand challenge” for distributed systems researchers, and current 

platforms and techniques for monitoring IoT and Cloud computing fall short of this grand 

challenge. 
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