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a b s t r a c t

It is the era of information explosion and overload. The recommender systems can help people quickly
get the expected information when facing the enormous data flood. Therefore, researchers in both
industry and academia are also paying more attention to this area. The Collaborative Filtering Algorithm
(CF) is one of the most widely used algorithms in recommender systems. However, it has difficulty in
dealing with the problems of sparsity and scalability of data. This paper presents Category Preferred
Canopy–K-means based Collaborative Filtering Algorithm (CPCKCF) to solve the challenges of sparsity
and scalability of data. In particular, CPCKCF proposes the definition of the User–Item Category Preferred
Ratio (UICPR), and use it to compute the UICPR matrix. The results can be applied to cluster the user
data and find the nearest users to obtain prediction ratings. Our experimentation results performed using
the MovieLens data set demonstrates that compared with traditional user-based Collaborative Filtering
algorithm, the proposed CPCKCF algorithmproposed in this paper improved computational efficiency and
recommendation accuracy by 2.81%.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

With the development of information communication tech-
nologies and the Internet, the data is increasing at an exponen-
tial scale [1–4]. It is incredibly challenging for the information
consumers to gain valuable and useful information from mas-
sive amounts of data; while for information provider, it is also
challenging to provide remarkable content. Therefore, we have
witnessed the emergence of a vast number of search engines and
recommender systems. The users can find interesting informa-
tion by inputting the keywords into the recommender systems or
search engines. However, the users cannot expect to get interesting
results when they cannot enter precise keywords into the search
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engine. The recommender systems, on the other hand,mayprovide
interesting information in this case. The recommender systems
obtain the information that meets the needs and interests of users
through the method of analyzing the users’ past behavior, and
by excavating their preferences and building the model of their
interests.

At present, the techniques recommender systems are using
include association rules, content-based recommendation, Collab-
orative Filtering and hybrid approach. As a traditional algorithm
of the recommender systems, the Collaborative Filtering algorithm
is the most well known and accepted algorithm due to its many
advantages. For instance, there is no need to consider the content
of recommended items; it provides a serendipitous recommenda-
tion for the users. Further, it is easy to implement with low data
dependency and offers accurate recommendation results.
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Fig. 1. The principle of User Based Collaborative Filtering algorithm.

However, the Collaborative Filtering algorithm also has sev-
eral limitations such as low scalability when dealing with large
amounts of data, and the problem of a cold start. Further, the
traditional Collaborative Filtering algorithm needs to compute the
similarities of increasing number users to all other users, and it
requires higher computation efficiency. It is a significant challenge
to improve computation speed for an online recommender sys-
tem. Also, the number of users and items is vast; however, most
users just rate a small part of items, so the data used to calculate
similarities between users and items is sparse. Finally, it comes
to the condition that the recommendation results may not be
satisfactory.

This paper proposes Category Preferred Canopy–K-means
based Collaborative Filtering (CPCKCF) algorithm that addresses
the challenges mentioned above and optimizes recommender sys-
tems regarding computationperformance andprediction accuracy.
Section 2 introduces the traditional User-based Collaborative Fil-
teringAlgorithm (UCF), propose the concept of User–ItemCategory
Preferred Ratio (UICPR) and the implementation details of the
CPCKCF with clustering. Section 3 presents the results related to
the CPCKCF algorithm. Results validation is via theoretical and ex-
perimental analysis. Section 4 presents the relatedwork in the area
of Collaborative Filtering. Finally, Section 5 presents the conclusion
and future work.

2. Category preferred Canopy–K-means based Collaborative
Filtering algorithm

User-based Collaborative Filtering algorithm is one of the ear-
liest recommendation algorithms. It is widely accepted because of
its many advantages mentioned before. This paper designs a new
recommendation algorithm with the method of utilizing the idea
of category preference to cluster the data and optimizes recom-
mender systems in term of prediction accuracy and instantane-
ity.

2.1. Traditional User-based Collaborative Filtering algorithm

User-based Collaborative Filtering (UCF) algorithm was pro-
posed in 1992 and applied successfully in mail filtering systems
then in news filtering by research institutions GroupLens in 1994.
It is one of the most widely used algorithms in the domain of
recommender systems until 2000. The algorithm collects the data
of users preference, then uses KNN algorithm to calculate the
cluster of the nearest users and concludes the common preference

Fig. 2. The relations of users, items and category preferred ratio.

of N nearest users, it finally recommends non-common preference
to users based on the degree of common preference. The principle
of the algorithm is illustrated in Fig. 1.

From Fig. 1, assuming that user A likes item 1 and item 3, user B
likes item 2 and item 4, user C likes item 1 and item 4. User A is the
objective user, user A and user C have same preference in item 4,
but user A and user B do not have common preference. Considering
that user C and user A have higher similarity, their preference are
more close to each other. And user C also likes item 1 which user
A has not used before. Thus, it is a good idea to recommend item
1 rather than item 2 or 3 to user A. The UCF algorithm can be
concluded into 3 steps:

(1) Calculate the similarities of all users to the objective user.
(2) Choose N users that have TOP-N similarities to objective

user and obtain the collection of the nearest users.
(3) Employ the weighted mean values of the nearest users to

predict the objective user’s rating.

The UCF algorithm discovers non-common preference data in
user set through calculating the nearest users set which has similar
common preference and provides non-common preference data to
objective user.

2.2. The improved User-based Collaborative Filtering algorithm

This paper proposes the Category Preferred Canopy–K-means
based Collaborative Filtering Algorithm (CPCKCF) based on the
UCF. The improved algorithm reduces the complexity of computa-
tion and increases the accuracy of recommendation results as well.
The CPCKCF will be demonstrated in detail as follows.

2.2.1. User–Item Category Preferred Ratio
The data of recommender systems is excessively large and

sparse, so it is necessary to reduce the dimension of the rating
matrix. The CPCKCF puts forward the concept of User–Item Cate-
gory Preferred Ratio (UICPR) andmakes the rating data converge to
the preferred ratio of item category. This paper will illustrate the
concept of UICPR from three aspects (i.e. principle, computation
and advantages) respectively.

(1) Principle: Generally speaking, every item has one or more
category attributes. There is a big difference in preferred ratio of
users between different category items. The rating data of films
can be taken as an example, some users grade mainly on romantic
films, but others prefer to grade on science fiction movies. As
shown in Fig. 2, item 2 and item 4 that user B like belong to the
category 2. Thus, the users who have the same category preferred
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Fig. 3. Calculations of category preferred ratio.

ratio can be found out by defining preferred ratio of users to
different items and it will improve the efficiency of recommender
system.

(2) Computation: The category preferred ratio of user to a
certain type of items can be demonstrated from two parts: (i) The
proportion of user’s ratings to a certain type of items in all his/her
scores; and (ii) The proportion of his/her rating items in all items. If
the value of the former is larger, it shows that the number of ratings
and the scores are higher, which indicates that the user may like
this certain kind of item more. And the latter value is the weight
of the item. Different kinds of items distribute unevenly and the
algorithm does weighted penalty to excessively popular category
to some extent.

Firstly searching the users’ rating records and then calculating
thematrix of category preferred coefficient. The process of compu-
tation is illustrated as Fig. 3, pu,i is the score of user u to item i, lu,e
is the category preferred coefficient of user u to category e.

(3) Advantages: As mentioned above, the dimension of user–
item category preferred coefficient matrix is smaller than that of
original user–item score matrix. And the recommendation accu-
racy will be improved by 2.81% according to the experimental
results.

2.2.2. Data clustering
(1) The principle of cluster: Traditional UCF algorithm has

some drawbacks, so this paper proposes a clustering algo-
rithmwhich has been applied in data mining. The algorithm
divides users into some parts according to the characteristic
of cluster algorithm and searches the nearest users in a
certain cluster based on the distance between the objective
user and the center of a cluster. Finally, it calculates the
similarities and prediction scores. The modified algorithm
can improve computation efficiency and instantaneity of the
system.

(2) The implementation of the algorithm: This paper employs
widely used K-means algorithm to cluster users’ data. Con-
sidering the selection problem of value k in K-means algo-
rithm, the Canopy and K-means will be utilized sequentially
in the clustering.

2.2.3. Category Preferred Canopy–K-means based Collaborative Fil-
tering algorithm (CPCKCF)

The steps of CPCKCF are as follows.

(1) Calculate theUICPRwith the data of user–item rating scores.
(2) Cluster users’ data according to the UICPR.
(3) Compute the distance between objective user and all cluster

centers and find out the nearest users in the nearest cluster.

(4) Calculate the similarities of the nearest users to objective
user.

(5) Predict the scores according to the data in (4).

The main difference between CPCKCF and UCF can be stated in
three aspects:

(1) The CPCKCF proposes the concept of UICPR, and obtains
the category preferred ratio matrix which can reduce the
sparsity of data by calculating the related coefficient.

(2) The CPCKCF clusters the data of users with Canopy and K-
means algorithm, and simplifies the subsequent calculation.
The process of CPCKCF andUCF are illustrated in Fig. 4where
bold and black boxes in the CPCKCF indicate the better
processes compared with the UCF.

The detailed steps of CPCKCF will be stated respectively.
(1) Calculate the UICPR: Assuming that the total category of

items is E, each category of item is e, the preferred coefficient of
user u with category e is lu,e , the definition of users’ category
preferred ratio is as follows:

lu,e =

∑
i∈Z(e) pu,i∑

pu
· log

|d(E)|
|d(e)|

(1)

where
∑

i∈Z(e)pu,i is the total scores of user u rate on each category
e,

∑
pu is the total scores of user u on all categories of items, |d(E)|

is the number of all items and |d(e)| is the number of items in
category e.

∑
i∈Z(e)pu,i∑

pu
is the rating proportion of user u in category

e. If the rating proportion is higher, it shows that user u pays more
attention to this category of items, so the subsequent recommen-
dation should focus on this category. log |d(E)|

|d(e)| is the category e
and that of all items, it penalizes the excessively popular category.
Finally the UICPR matrix L shown in Fig. 5 can be obtained by
traversing user–item score matrix.

(2) Clustering user data: K-means algorithm is the typical
algorithm in the domain of data mining. However, the number of
k may have great influence in cluster results. Thus, the CPCKCF
utilizes Canopy algorithm as a prepositive algorithm and use the
output of Canopy algorithm as the input of K-means algorithm,
which can ensure the stability of cluster results.

The CPCKCF sets two thresholds θ1 and θ2, calculates the dis-
tance between category preferred ratio vector

−→
lu and initial points,

and divides vector into canopy1 or canopy2 according to the value
of distance. Then the CPCKCF utilizes the output of Canopy as the
input of K-means algorithm, computes the distance of each vector
and cluster center, finally updates all cluster center iteratively until
cluster centers are invariable.

(3) Search the nearest users: The CPCKCF calculates the dis-
tance between objective user and cluster centers after clustering
the matrix Q ′. If the distance is lower, it shows that similarities of
objective user and the users in the cluster will be higher. Thus, the
CPCKCF selects N points that have the highest similarities as the
nearest users. The process is illustrated in Fig. 6. Different values
of N have different impacts on recommendation accuracy. The
calculation formula of similarity is as follows:

we(u, u1) =

∑
e∈E(pu,e − pu) · (pu1,e − pu1)√∑

e∈E(pu,e − pu)2 ·
√∑

e∈E(pu1,e − pu1)2
(2)

where we(u, u1) is the category preferred similarity of user u and
u1, E is the category of item, pu,e is score of user u rate on category
e, pu1,e is score of user u1 rate on category e, pu is the mean score
of user u rate on all categories of items, and pu1 is the mean score
of user u1 rate on all categories of items.

(4)Calculate the fitting similarity: The similarities after select-
ing the TOP-N nearest users are computed. The traditional formula
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Fig. 4. Comparison of the process of CPCKCF and the process of UCF.

Fig. 5. Matrix of User–Item Category Preferred Ratio.

of similarity is as follows:

wu(u, u1) =

∑
i∈I (pu,i − pu) · (pu1,i − pu1)√∑

i∈I (pu,i − pu)2 ·
√∑

i∈I (pu1,i − pu1)2
(3)

The calculation of traditional similarity utilizes user–item score
matrix, however, because the set of the nearest users has been
computed according to the step of (3), users’ similarities with
UICPR matrix can be also computed.

Therefore, this paper uses linear fitting method to coalesce
the two similarities and acquires better calculation results. The
improved formula is as follows:

w(u1, u2) = wu(u1, u2) · χ + we(u1, u2) · (1 − χ ) (4)

Fig. 6. Objective user selects the most nearest users.

where w(u1, u2) is the fitting similarity of u1 and u2, wu(u1, u2) is
the traditional similarity, we(u1, u2) is the user category preferred
similarity, and χ is the fitting parameter.

The range of χ is [0,1] , the weight of two similarities can
be balanced by adjusting the parameters. The impact of fitting
similarity on recommendation resultswill be discussed in the third
part.

(5) Predict the scores: The algorithm calculates the prediction
scores of objective user to item i after obtaining users’ fitting
similarities according to formula 5 and acquires the prediction
score matrix Q ′ which is shown as Fig. 7.

p′

u,i =

∑
u1∈Z(N) w(u, u1) × pu1,j∑

u1∈Z(N)|w(u, u1)|
(5)
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Fig. 7. Matrix of users–items prediction scores.

where p′

u,i is the prediction score of user u to item i, w(u1, u) is the
fitting similarity of u1 and u , Z(N) is the set of TOP-N users in the
cluster.

The CPCKCF is demonstrated as Algorithm 1.

2.3. The analysis of CPCKCF

The advantages of CPCKCF are mainly on three aspects.

(1) Increase the recommendation accuracy: The algorithm
imports the concept of UICPR and utilizes it to cluster users.
The two similarities are linearly fitted when the users’ sim-
ilarities are calculated and it can increase the recommenda-
tion accuracy.

(2) Improve the calculation efficiency: The algorithm imports
cluster algorithm and decreases the computational com-
plexity of users’ similarities. Thus, the algorithm improves
computation efficiency and enhances the instantaneity of
the recommender system.

(3) Enhance the robustness: The CPCKCF utilizes Canopy al-
gorithm as a prepositive algorithm and reduces the impact
of value k on K-means algorithm. It makes the algorithm
become more robust.

3. Results analysis

This section highlights the experimental results of CPCKCF, and
verifies the theoretical analysis with experimental results.

3.1. Experimental data and setup

There are many open test data sets of recommender system,
such as MovieLens, Netflix, etc. MovieLens is one of the most
accepted data sets in academia. So this paper selects it as the source
of test data. MovieLens is mainly composed of three parts: scores,
videos and links. Different data sets contain the information of
film scores which is rated by different users, ranging from 0.5 to
5 points. To decrease the sparsity of data, it should be ensured
that each user has rated at least 20 films. In addition, evaluation
time, film classifications, film tags and link information like IMDB
and TMDB are relatively sufficient in MovieLens as well. Table 1
illustrates some basic information of MovieLens data set.

According to the instantaneity of experimental data and the
scale of the algorithm, this paper exploits 10M data as the ex-
perimental standard. A PC can satisfy experiment requirements
as we use offline experiment. Table 2 illustrates the experimental
environment.

The experiment of recommender systems canbemainly divided
into two parts (i.e. offline and online experiments). The online
experiments need a lot of real-time feedback of online users, so it
is difficult to accomplish the experiments. This paper will use the
method of offline experiments. The data set is divided into training
set (80%) and test set (20%).

Algorithm 1 CPCKCF algorithm
1: Initialize Q
2: for each u, i
3: for each e
4: Use formula 1 to calculate UICPR lu,e
5: end for
6: end for
7: Generate UICPR matrix L
8: Initialize θ1 and θ2
9: for each u, e
10: Calculate the distance of θ1 and θ2 and
11: Join canopy1 or canopy2 according to the standard
12: end for
13: for each u, e in Canopy
14: for each center
15: Use formula 3 to calculate the similarities of cluster center wu1,u2
16: end for
17: The objective user selects N nearest users
18: end for
19: for each center
20: Update the cluster centers
21: end for
22: if satisfy the condition of convergence
23: go to line 25
24: else go to line 13
25: for each u
26: Calculate the distance f between the objective user u and the cluster center
27: end for
28: ifmin(f ) ∈ cluster C
29: Add u into cluster C
30: end if
31: for each u in cluster C
32: Use formula 2 to calculate user category preferred similarity we
33: end for
34: Select N highest values in we as the nearest users
35: Use formula 3 to calculate the traditional similarity wu
36: Use formula 4 to calculate the fitting similarity w

37: Calculate prediction scores
38: return Q ′

(1) Accuracy: Accuracy is the most common and direct recom-
mendation standard of recommender systems. This paper
will use the RMSE as the accuracy standard. And the formula
of RMSE is as follows:

RMSE =

√∑n
i=1(|p

′

i − pi|)2

n
(6)

where pi is the real score of item i, p′

i is the prediction score
of item i, n is the number of scores. The recommendation
accuracy can be measured through difference of real score
and prediction score.

(2) Instantaneity: The data that needs to be processed by the
recommender algorithm is usually quite large, which in-
dicates that the algorithm also needs a high standard of
instantaneity. This paper exploits two indexes to measure
the recommendation effect of algorithm.

(a) Running time of recommendation: The algorithm
optimizes the time of the whole process and each step of
recommendation, compared with the traditional algorithm,
this paper uses the running time tomeasure the instantane-
ity of recommender system.

(b) Search rate of the nearest users: This paper refers to
the definition in [5] andutilizes the search rate of the nearest
users (SR) as evaluation standard of instantaneity.

The nearest neighbor coincidence degree r1 indicates
that the nearest users searched by CPCKCF is coincident
with UCF. And the formula of the coincidence degree of the
nearest users r1 is as follows:

r1 =
|ZUCF (u)

⋂
ZCPCKCF (u)|

|ZUCF (u)|
(7)
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Table 1
Data set of MovieLens.

Size of data Number of users Number of films Number of ratings Tags

0.1M 943 1682 100000 0
1M 6040 3952 1000209 0
10M 71567 10681 10000054 95580
20M 138493 27278 20000263 465564

Table 2
Experimental environment.

Operation system CPU Memory

Windows 7 Intel core i7 2630QM 8 GB

Table 3
Parameter meaning of CPCKCF.

Parameters Meanings Values

χ The parameter of fitting similarity 0.6
N The number of the nearest users 30

where ZUCF (u) is the nearest users’ set of user uwhen search-
ing by UCF, ZCPCKCF (u) is the nearest users’ set of user uwhen
searching by CPCKCF.

The range ratio of the nearest users r2 indicates the
proportion of the nearest users searched by CPCKCF to all
users. The formula of r2 is as follows:

r2 =
|ZCPCKCF (u)|

|U |
(8)

where U is the set of all users, ZCPCKCF (u) is the set of users
who are in the same cluster with user u.

The search rate of the nearest users is defined with the
ratio of r1 and r2.

SR =
r1
r2

=
|ZUCF (u)

⋂
ZCPCKCF (u)| · |U |

|ZUCF (u)| · |ZCPCKCF (u)|
(9)

3.2. Experimental results and analysis of CPCKCF

This paper will calculate the user–item score matrix firstly and
set the related parameters of the algorithm after initializing user–
item score matrix Q . The meaning of related parameters is shown
as Table 3:

This paper has adjusted the parameters with the method of
cross validation in order to prevent the model from being over-
fitting. The values of better experimental results are shown in
Table 3. The impact of related parameters on the recommendation
results will be discussed below.

(1) Accuracy: The experiment uses the data in MovieLens and
RMSE as the accuracy standard. This paper will verify the impact of
the number N of the nearest users and fitting similarity parameter
χ on recommendation accuracy respectively through the experi-
ments.

(a) The impact of the number of the nearest users on recommen-
dation accuracy: Firstly, this paper will set the value of χ to be 0.4,
set N to be the independent variables and set CPCKCF and UCF to
be the dependent variable. The experimental results are illustrated
as Fig. 8.

The values of RMSE in two algorithms both decrease firstly but
increase later when the value N increases. In the beginning, the
number of the nearest users is too small, and the samples of data
are excessive sparse, so a few bad points have some impacts on
the whole data. However, when the number of the nearest users is
extremely large, the data integrity increases, however, the long tail
noise data will reduce the recommendation effect.

Fig. 8. The impact of the number of the nearest users on RMSE.

Fig. 9. The influence of the fitting parameters on RMSE.

Compared with UCF, the extreme value of CPCKCF appears at
the point ofN=30, RMSE=0.829 and that of UCF appears at the point
ofN=50, RMSE=0.853. CPCKCF utilizes the data of UICPR and selects
the nearest users after clustering. Thus CPCKCF can achieve a better
result in a smaller range.

The value of RMSE of CPCKCF always smaller than that of UCF
and the extreme values of two algorithms differ by 2.81% ((0.853–
0.829)/0.853). The result indicates that CPCKCFwhich clusterswith
UICPR is better in recommendation accuracy.

(b) The impact of fitting similarity on accuracy: This paper sets
the number of the nearest users to be 40, setsχ as the independent
variables and finds out its relationship with the value of RMSE as
Fig. 9.

When the fitting parameter is 0.4, recommender system has
the best recommendation results. The dimension of wu(u1, u2) is
too large and that of we(u1, u2) is too small, so the similarities
calculated by wu(u1, u2) and we(u1, u2) respectively both have
some difference.

(2) Instantaneity: According to the principle of CPCKCF, this
algorithm optimizes the instantaneity mainly in the way that it
can acquire high recommendation accuracy even if searching in a
small domain of the nearest users. This paper uses SR to measure
the instantaneity of CPCKCF.
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Fig. 10. Relationship of nearest neighbors range ratio and the nearest neighbors
coverage.

Fig. 11. Relationship of nearest neighbors range ratio and the nearest neighbors
search rate.

Because the original data is excessively large, this paper selects
10% data randomly as test sample and sets the number of the
nearest users to be 40 according to the definition of formula 9, then
calculates the value of SR. The relationship of r1 and r2 is illustrated
as Fig. 10.

When the range ratio of the nearest users (i.e. r2) is 30%, the
coincidence degree of thenearest users (i.e. r1) is 77% andwhen the
r2 is 40%, r1 achieves 89%. As shown in Fig. 11, SR is always bigger
than 1 and achieves the extreme value when r2 is equal to 0.2.
Thus, it can be concluded that CPCKCF searches in a small domain
of the nearest users and obtains better recommendation results
compared with UCF. The CPCKCF reduces a significant amount of
calculation of similarities and improves a lot in instantaneity of a
recommender system.

4. Related work

Yu et al. [6] point that it is possible to select a subset of user
profiles (Profile Space), and search the nearest neighbor of the
objective user in Profile Space in order to improve the speed of
the recommendation algorithm. Luo et al. [7] present incremen-
tal Collaborative Filtering algorithm based on regularized matrix
factorization and design two updating mechanism to update the
rating data timely. Shani [8] uses the Markov model to analyze the
users’ historical data and recommends the items to users from the
analysis, and it has a significant development in recommendation
accuracy. Raghavan S [9] et al. employ mass fraction to increase
or decrease the weight of single user’s scores and improve the
recommendation accuracy.

George et al. [10] employ Bregman co-clustering algorithm to
cluster the users and items simultaneously, the algorithm finds the

cluster which objective users and items are in and calculates the
prediction scores of objective users and items. To deal with the
problems of scalability and sparseness of the user profiles, Zhou
et al. [11] describe a modified CF algorithm called alternating-
least-squares with weighted-λ-regularization (ALS-WR), and the
performance of ALS-WR improves with both the number of fea-
tures and that of ALS iterations. The reference [12] proposes a
novel typicality-based Collaborative Filtering (TCF) recommenda-
tion method which imports the idea of object typicality from
cognitive psychology. TCF finds ‘‘neighbors’’ of users based on user
typicality degrees in user groups, and it has higher recommenda-
tion accuracy and lower time cost than other CF algorithms.

Xiang [13] presents interesting research about the impact of
time behavior on recommender systems and builds the users’ pref-
erence model for the recommendation tasks of score prediction
and Top-N. Sun [14] et al. present a modeling method of user’s
timing behavior and coalesce the nearest users’ set into Collabo-
rative Filtering algorithm based on probability matrix decompo-
sition. With the development of big data computing framework
like MapReduce, it becomes a trend to design and run Collabo-
rative Filtering algorithm on distributed computing framework.
Ref. [15] improves theUser-basedCollaborative Filtering algorithm
by normalization method, and the algorithm can be run on the
MapReduce on the Hadoop platform, greatly improves the recom-
mendation accuracy and computational efficiency. To deal with
the efficiency of Matrix Factorization based Collaborative Filtering
(MFCF) recommendation, Yang et al. [16] re-implement MFCF al-
gorithm on the platform of MapReduce and propose a four-step
process ofMFCF, each ofwhich is sent to be treated as aMapReduce
task.

Ref. [17] proposes a recursive prediction algorithmwhich eases
the problem of a sparse matrix and improves the recommenda-
tion accuracy. The algorithm makes the nearest users to join the
forecasting process even though they have not graded for the
given items, and for users whose scores are uncertain, predicts
its recursion. Gupta et al. [18] propose a framework that predic-
tion using item based Collaborative Filtering is combined with
prediction using demographics based user clusters in an adap-
tive weighted scheme. Wu et al. [19] consider a hybrid approach
that combines content-based approach with Collaborative Filter-
ing called co-clusteringwith augmentedmatrices (CCAM),which is
based on information-theoretic co-clustering but further considers
augmented data matrices like user profile and item description.

Acilar et al. [20] present a Collaborative Filtering model based
on Artificial Immune Network and use the algorithm of Artificial
Immune Network to condense the rating matrix, as a result, the
number of users in thematrix and the sparsity of rating data can be
decreased. To deal with the problem of cold start, Massa et al. [21]
propose to transmit the trust over the trust network to find users
that can be trusted by the active user, and items appreciated by
these trustworthy users can be recommended to the active user.

Wei et al. [22] propose two recommendation models to solve
the complete cold start (CCS) and incomplete cold start (ICS) prob-
lems for the new items, and the models are based on a framework
of tightly coupled CF algorithm and deep learning neural network.
Russell et al. [5] present Discrete Wavelet Transformation based
Collaborative Filtering algorithm, which uses wavelet to compres-
sion data space, and makes the number of item rating vector
reducing by times. Finally, the algorithm recommends the items to
users by traditional Collaborative Filtering in reduced data space.
For the condition of data sparsity in recommender systems, Liu
et al. [23] present the collaborative filtering algorithm based on
‘‘star users’’.
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5. Conclusion and future work

People’s demand for personalized information is becoming
stronger with information overload. Accordingly, the importance
of the recommender system is increasingly highlighted. However,
the traditional Collaborative Filtering algorithm has some draw-
backs regarding sparsity of data, undesirable instantaneity, and
scalability issues with large amounts of data. This paper proposes
Category Preferred Canopy–K-means based Collaborative Filter-
ing algorithm. The algorithm reduces the dimension of data by
computing User–item Category Preferred Ratio and clusters the
users in the meanwhile. It has also simplified the selection of the
nearest users and the calculation of similarities. The experimental
results show that CPCKCF proposed in this paper is better than
commonly used UCF algorithm in both recommendation accuracy
and instantaneity.

The future work include tuning the algorithm based on on-
line experiment and trying other clustering algorithms such as
Mixture-of-Gaussian clustering to optimize CF algorithm.
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