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ABSTRACT

Open multidimensional data from social media and similar sources
often carries insightful information on social issues. With the in-
crease of high volume data and the proliferation of visual analytics
platforms, it becomes easier for users to interact with and select
meaningful information from large data sets. The prevention of
crime is a crucial issue for law-enforcing agencies tasked with main-
taining societal stability. The ability to visualise crime patterns and
predict imminent incidents accurately opens new possibilities in
crime prevention. In this paper, we present VisCrimePredict, a sys-
tem that uses visual and predictive analytics to map out crimes
that occurred in a region/neighbourhood. VisCrimePredict is un-
derpinned by a novel algorithm that creates trajectories from het-
erogeneous data sources such as open data and social media with
the aim to report incidents of crime. VisCrimePredict uses a Long
Short Term Memory (LSTM) algorithm for trajectory prediction. A
proof of concept implementation of VisCrimePredict and an exper-
imental evaluation of crime trajectory prediction accuracy using
LSTM neural network concludes the paper.
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1 INTRODUCTION

Recently, the increasing volume of multidimensional data from
open data sources (e.g., historical data, crowdsensed data [9, 11])
and the ability to collect vast amounts of data from social media has
presented new opportunities to solve social and community issues
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such as crime, health and migration. Visual analytics have been
employed [18] to assist policy makers, law enforcement agencies
and citizens in taking timely and effective decisions. They also help
provide microscopic insights from the information gathered from
such diverse data sources.

Most existing work and systems [21, 24, 25] illustrate histori-
cal crime information at an abstract or regional level. Andresen,
Curman and Linning [3] provided a longitudinal analysis based
on 16 years of crime data in Vancouver, Canada while Kounadi
et al. [16] used a combination of historic and social media data to
create population models to identify persons at risk. While these
studies contribute significant advances in crime predictions, visual
analytics including the capture and visual representation of crime
information over time are still lacking.

In general, a trajectory is the path that a moving object fol-
lows through space as a function of time. Thus, it can be captured
as a time-stamped series of location points. State-of-the-art sur-
veys [17, 26] state that most modern trajectory algorithms are
categorised based on factors such as distance, velocity, semantics,
similarity, priority queue and segmentation. Segmentation-based al-
gorithms are often used for the construction of trajectories derived
from social media data. Most of the existing trajectory segmenta-
tion algorithms focus on refining information, such as the moving
mode or the heading, by segmenting the trajectories into homoge-
neous segments based on criteria such as changing points and the
uniformity in the duration or the distance [4, 19]. Many of them
utilise the available information in both the spatial and the tem-
poral domains to form the segmentation criteria. Some automatic
or semi-automatic trajectory segmentation methods even require
the addition of labels to find the segmentation points. For exam-
ple, the Reactive Greedy Randomised Adaptive Search Procedure
for semantic Semi-supervised Trajectory Segmentation (RGRASP-
SemTS) algorithm [13] requires domain experts to label a subset of
an existing trajectory set and a cost function to generate the segmen-
tation criteria. However, crime trajectories do not have characteris-
tics such as velocity, curvature and sinuosity. Existing trajectory
segmentation criteria are not suitable for use in crime trajectory
segmentation, since crime records are stringed into trajectories
based on the categories of the crimes. The specific characteristics
of the crime trajectory also impacts the visual analysis of crime
information.

To predict future crimes from a crime trajectory, criminology
relies on a number of interconnected theories. In particular, envi-
ronmental crime theories discuss the influence of the environment
on crime and assume that relatively rational actors take deliberate
actions aiming to maximise their return when committing crime
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[2]. The assumption of cause and effect opens up opportunities for
modelling crime, and crime prediction methods have used a variety
of machine learning and statistical methods, such as deep learn-
ing, regression analysis, kernel density estimation (KDE), support
vector methods and similar methods [1, 6, 7]. All models hinge on
geographical location, time and nature of crimes [5, 15]. Zhuang
et al. [27] have demonstrated the suitability of Long Short-Term
Memory (LSTM) for developing trajectory models of crime.

In this paper, we propose, implement and demonstrate VisCri-
mePredict, a system for the visual analysis of multidimensional
data on the macroscopic and microscopic levels to show trajecto-
ries of crime based on their spatial and temporal characteristics.
The VisCrimePredict system incorporates a novel Threshold-based
Spatial Temporal Segmentation (TbSTS) algorithm for the crime tra-
jectory segmentation and uses Long Short Term Memory (LSTM)
algorithm, a variant of well-known recurrent neural network, for
trajectory prediction.

The rest of this paper is structured as follows; Section 2 describes
the overview of the system, Section 3 briefly describes the proposed
trajectory algorithm, Section 4 illustrates the crime trajectory pre-
diction model, Section 5 presents a demonstration of the algorithm
and case-study scenarios, Section 6 describes the result of trajectory
prediction model and finally, Section 7 concludes the paper.

2 VISCRIMEPREDICT SYSTEM

In this section, we provide an overview of the system including
the data collection mechanism to assimilate data from open data
sources! and social media (e.g., Twitter) and its spatio-temporal
characteristics.

2.1 System Overview

Figure 1 shows an overview of the VisCrimePredict System. Firstly,
we construct the data management layer where we collect real-time
open-source data and store it in a NoSQL database in JSON format
for ease of manipulation and analysis. We also collect real-time
social media data from the Twitter API over six months. In the ana-
lytic layer, we process the social media data using existing Natural
Language Processing (NLP) tools (i.e, SpaCy)[20] in order to remove
unnecessary key phrases and extract features such as the nature of
crimes, location, and incident time in JSON format. To accomplish
this, we have trained the existing NLP model by manually annotat-
ing 2000 crime-related tweets and used this model to extract only
the crime related tweets. All information captured is integrated
with existing data in the NoSQL database. These two sets of data
act as inputs to the *Trajectory Model’ component, which com-
putes a crime trajectory using the TbSTS algorithm. The computed
trajectories are used as inputs for "Trajectory Prediction’ model.
Having been trained with historical trajectory data, it computes
the trajectory prediction. Finally, the visual analytics component,
developed using Kepler.js 2 visually presents the crime trajectories
generated, comprising the prediction of trajectories in a region, the
nature of each crime, and additional information obtained from
Twitter about the region.

Isuch as open data sets of crime incidents, e.g., https://data.cityofchicago.org/Public-
Safety/Crimes-2018/3i3m-jwuy
https://kepler.gl/
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Figure 1: The VisCrimePredict System Diagram.

2.2 Spatial and temporal Characteristics

Taking into account Tobler’s first rule of geography [23] “Every-
thing is related to everything else, but near things are more related
than distant things.”, we must prioritise identifying the nature and
location of crimes. Based on this notion, we consider date and
time, crime type, crime description, geo-coordinates (latitude and
longitude), location description and year as the main spatial and
temporal characteristics.

3 CRIME TRAJECTORY MODELLING

The VisCrimePredict System system fetches the crime data from the
records in the NoSQL database. Before the data can be analytically
presented, some data manipulation is essential for reconstructing
and segmenting trajectories from the raw data. Trajectory recon-
struction is the process of merging different segments into one
continuous trajectory. Trajectory segmentation is defined as split-
ting the continuous trajectory into homogeneous segments based
on certain criteria. In general, these segments do not overlap and
the segments are naturally equal to or shorter than the original
trajectory. The details of the data manipulation and trajectory re-
construction/segmentation in VisCrimePredict are revealed in the
following subsections.

3.1 Trajectory Reconstruction

Trajectory reconstruction is a technique commonly used to help
track objects in computer vision. It is helpful for understanding the
evolution of the targeted objects. For example, Kayumbi et al. [14]
used the global trajectory reconstruction technique to track football
players from independent video sequences captured by different
cameras. Unlike object movement trajectories or trip-based trajec-
tory reconstructions, crime records are recorded as independent



events and a trajectory does not naturally arise from the string of
events in our application. Thus, the crime records have to be prop-
erly refined in the preparation. To extract the crime trajectory from
the input data, the crime type attribute in the crime event record is
used as the label to group the crime records into multiple categories.
Based on the date and time value in the records, the trajectories of
the corresponding crime categories can be reconstructed. Never-
theless, linking all crime events in the same crime category into a
single trajectory is not sufficient to provide information for further
analysis and thus the trajectory reconstruction is followed by a
trajectory segmentation process.

A simple example of a trajectory reconstruction process is the
separation of robbery events from theft events so we can construct
separate trajectories for both categories in the visualisation. How-
ever, in a single month, thousands of thefts can take place. Linking
all of them into a single trajectory does not contain useful informa-
tion for a law enforcement officer. Therefore, our next step in the
process is trajectory segmentation.

3.2 Threshold-based Spatial Temporal
Segmentation Algorithm (TbSTS)

To support the visual analytics provided by VisCrimePredict, the
Period of Interest (PoI) and the Region of Interest (Rol) are vari-
ables decided by the user according to the chosen subject of analysis.
Thus, the Pol and Rol in this application are kept as user-defined val-
ues. The Pol determines the size of the sliding window for filtering
while the Rol helps focus the analysis in the bounded geographic
area. All trajectories reconstructed in the above section are treated
as the input and are fed into TbSTS [22]. The detail of the proposed
TbSTS is given as follows.

LetS={S;li=1,2,--- ,N} S; = {si1,8i2, - ,Sij> St j = 1Sil},
sij =< lat,Ing, ts > denote N reconstructed trajectories sorted by
time in different crime categories as described in the above section,
where lat, Ing, and ts represent the latitude, the longitude, and the
timestamp, respectively. The sliding window method is used to
bound the analytic time frame defined by the user for extracting
points on the trajectory (denoted by i, where $; c S;), which fit
in the sliding window. Starting with element j + 1 element in S;,
find the distance measure of both the < lat, long > and the ts for
the j and j + 1 elements by Equation (1):

o |-

where Dg and D; denote the spatial and temporal distances
between §i(j_1) and §,-j, respectively, and ED(-) is a function that
returns the Euclidean distance of the input element. The trajectory
S; is split into two parts by removing the link between 51(/'—1) and
Sij if D¢ > Ts \/ Dy > Ty, where T and T; represent the user
defined thresholds of the distance and the time difference between
two temporal continuous events. The split trajectory is denoted by
§;" where §i = S;ll U 512 U---uU §f\4 M is the number of segmented
trajectories 0f§,~, and 5‘:7 03? =0Vp+#q, p=1,2,--- ,Mandq =
1,2,---, M. The pseudocode of TbSTS is revealed in Algorithm 1.

ED(Si(_i_12<lat,long> > Sjj<lat.long> )

¢Y)
ED(Si(j—l)<ts> > Sij<ts> )
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Input: < §,~, Ts, Ty >

Output: < {S‘f st.p=1,2,--- ,M} >
c<—0;d%1;L=|.§i|;

forall j = 2to L do

Ds = ED(§i0_1)<lat,long>’ gij<1at,long>);
Dt = ED(Si(j-1)ys s Sijerss )

if Dg > T or D; > T; then
c—c+1;

8¢ = (Sia-Sigasny -+ Siggn | @+ 1) <
Si e (5i = 57);

d—j;
end
end
if S; # 0 then
ce—c+1;
§lc =5
end
Algorithm 1: TbSTS Algorithm
Table 1: Example Data within the Pol and Rol
S/N Date/Time Lat Long Category
1 13/12/2018 23:56:00 33.4434 -142.3398 Theft
2 14/12/2018 01:01:00  33.4451 -142.3436 Theft
3 14/12/2018 03:35:00 33.7698 -147.3247 Theft
4 14/12/2018 07:30:00  33.4413 -142.3295 Robbery
5 14/12/2018 08:58:00 33.4427 -142.3203 Theft

3.3 TbSTS example

To further illustrate how the TbSTS algorithm works, a simple
example is provided in this section. Assume that we have five crime
records (see Table 1), which are extracted by the sliding window
within the given Pol and Rol.

In the trajectory reconstruction phase (described in section 3.1),
the reconstructed trajectories from Table 1 are obtained shown in
Figure 2. Then, both trajectories shown in Figure 2 are fed into
TbSTS for trajectory segmentation.

Theft Robbery

S/IN 1 €N, 49N,
2 Ny,
3 N,
5 N,

Figure 2: Reconstructed Trajectories

In this example, the total number of trajectories (N) is 2, T and T
are assumed to be 180 (minutes) and 1,000 (meters), respectively. By
feeding these trajectories into TbSTS, we can obtain one trajectory



with three grouped events in the theft category and one grouped
event in the robbery category (see Figure 3).

Theft Robbery
S/IN 1 €N, 49N,
2 N5

39N,
5 ’le

Figure 3: Segmentation Results of Trajectories

Based on the criteria given above, the link between Nj and Nj3
is removed because the distance between these two records exceeds
Ts. In addition, the link between Nj3 and N4 is removed because
the time difference between these two records exceeds Ty.

3.4 Trajectory filtering

In addition to the time, location and category (e.g., theft, robbery,
burglary) information, crime data contains descriptions of crime lo-
cations (e.g., street, apartment, school, shop), police district number,
city council ward number, police beat area number etc. All these
are categorical numeric values, hence using TbSTS, trajectories for
different crime categories can be formed by applying one or more
filtering criteria using these attributes (e.g., create trajectories of
robbery incidents in shopping mall with Ts km and T;=30 minutes,
create trajectories of theft incidents in district area 2 with Ts=5 km
and Ty = 60 minutes). Let S = {S;|i = 1,2,---, M} be a filtered
trajectory after applying filtering criteria F in trajectory S then
Sp CS.

4 CRIME TRAJECTORY PREDICTION

The trajectories produced by TbSTS are used as current knowledge
that serves as a basis for the prediction and visualisation of possible
future crime events. Once we identify specific crime trajectories
S for a crime category using Ts and T; values, these are used to
predict the next location and time in the trajectory. Let Dg; and Dy,
be the spatial and temporal distances for the i-th trajectory from the
(i — 1)-th trajectory after applying reconstruction and TbSTS with
or without filtering. Our aim is to predict the subsequent spatial
and temporal distance values Dg;,, and Dy,,, of a given trajectory
which enable us to identify the next location and time of a possible
crime event. This is demonstrated in Figure 4. The X and Y axis in
the figure refer to the spatial (D) and temporal (D;) distances that
correspond to the geographical distance between two coordinates
and the time difference between two incidents in minutes. The blue
line indicates the observed trajectory in current time and the red
line indicates a possible recommendation of distance and time for
future crime event for a specific crime category.

Predicting future (Ds,D;) values of the selected trajectory is a
regression problem. However, artificial neural networks have been
successfully applied in solving such prediction problems [12]. In
this work, we use a Long Short-Term Memory (LSTM) network
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Figure 4: Trajectory prediction using spatial and temporal
distance measure

[10]. LSTM is an extension of recurrent neural networks (RNN)
[8], which are particularly well suited to predicting numeric values
from time series or sequence data. RNN are networks with loops in
them, allowing information to persist. The LSTM learning model
decides how much of the previous internal state to forget and stores
information required for new inputs in the internal memory. Since
the trajectories we defined have spatio-temporal characteristics, an
LSTM network can easily adapt to such changes. It is also capable
of learning long-term relationships between points in a trajectory.

4.1 Modelling LSTM for crime trajectory

prediction

The core components of an LSTM neural network are an input
layer and an LSTM layer. The input layer takes inputs as a sequence
of trajectories into the network. An LSTM layer learns long-term
dependencies between events of sequence data. The resulting net-
work consists of fully connected input and output layers, similar to
a recurrent neural network. This is shown in Figure 5.

Trajectory ]_‘ Next

observation

(Sequence of—{ Input Layer H HFul\y f;)n:rectedH
observations) Ve

Figure 5: The LSTM Network for trajectory prediction

LSTM
Layer

Output
Layer

In the LSTM layer, a common LSTM unit is comprised of a mem-
ory cell, an input gate, an output gate and a forget gate. This is
shown in Figure 6. The cell remembers values over arbitrary time
intervals and the three gates regulate the flow of information into
and out of the cell.

Input, output and forget gates are denoted by i, 0 and f respec-
tively. Let W be the the recurrent connection at the previous hidden
layer and current hidden layer and U be the weight matrix connect-
ing the trajectory input to the current hidden layer.

The hidden state h; of an LSTM unit is calculated as expressed
in Equations 2 - 7.

ir = o(xt U + b WP (2)
fi = o, US + hp_yw?) 3)
oy = O'(XtUD + ht_1W°) (4)
Ct = tanh(x,Ug + h,_lwg) (5)
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Figure 6: An LSTM unit in the LSTM network

Ct = o(fr #Cro1 +ir * Cy) (6)
h; = tanh(C;) * o; (7)

All gates have the same equations with different parameters.
These are called gates because the sigmoid function outputs the val-
ues of these vectors between 0 and 1. By multiplying them element-
wise with another vector (ref. Equations 2-4), the network decides
how much of that vector it wants to pass to the next layer. All gates
have the same dimensions which is equal to the size of the hidden
states. i defines how much of the newly computed state for the
current input trajectory will pass through, f computes how much
of the previous state will go through and o calculates how much of
the internal state will be exposed to the next layer (fully connected
layer) and next time step.

C is called candidate hidden state or cell state which is computed
based on the current input and the previous hidden state. C is the
internal memory of the LSTM unit, a combination of the previous
memory multiplied by the forget gate and the newly computed
hidden state, multiplied by the input gate. Thus, intuitively, it is
a combination of the previous memory and the new input. In the
example of our trajectory model, we want to include the informa-
tion of the current incident in the cell state as well as all previous
incidents in the trajectory path. It is possible to ignore the old mem-
ory completely (forget gate all 0s) or ignore the newly computed
state completely (input gate all 0s). However, we used both in our
network structure as we aim for a solution between these two ex-
tremes. h; is output hidden state, computed by multiplying the
memory with the output gate. Not all of the internal memory may
be relevant to the hidden state used by other units in the network.
tanh is used to adjust the values to the range 0 - 1.

Given information about a location (or point) in the trajectory
sequence, our LSTM-based prediction model estimates the next
value in the sequence. Here, the first value in the sequence is re-
membered across multiple samples. This would not be possible with
Multilayer Perceptron and other non-recurrent neural networks.
The LSTM network learns the difference between the sequence as
well as between long sequences via backpropagation through the
temporal value (difference in time).

The size of the input layer is equal to the number of features,
which is two in our case (spatial and temporal distance from previ-
ous point). We have used 125 hidden units in the LSTM layer.
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We trained and evaluated various LSTM network with differ-
ent combinations of trajectories. In our case, an element in the
sequence is a vector of numerical value. The simplest sequence
element vector contains 2 values, Dg and D;. The more complex
sequence element contains other filtering attributes (e.g., crime
location description) and attempts to predict all values in the vector
of the next sequence. However, the increase in attributes in the
element vector decreases the prediction performance. For simplicity
we have only used element vector with two values (Ds and D) and
used other attributes as filtering criteria (F).

5 CASE-STUDY DEMONSTRATION AND
SCENARIOS

Our implementation can extract predictions from various crime
data sets and real-time social media data. It uses NLP techniques
to pre-process live data for extracting crime information, time and
geo-location. We demonstrate its capabilities using a historic data
set and related social media data.

As a case study for the experimentation, we have obtained the
Chicago crime data set from 2001 to 2018 and a real-time data
set consisting of 30,000 crime-related tweets for a period of three
months, collected from the Twitter API, and matched with the
Chicago data source®. For the LSTM-based prediction, we have
used the crime data of the year 2017 only as it contains a suffi-
cient number of sample trajectories, comprising a total of 31 crime
categories, 128 location descriptions, 23 districts, 77 community
areas, 50 wards and 274 beats. A number of open source tools and
technologies including Python, Nodejs and the Kepler visualisation
tool have been used in the implementation of VisCrimePredict.

5.1 Event Observation

Without defining any filtering criteria such as Pol, thresholds, dis-
tricts, beats, the system displays all incidents of crime (represented
as dots). Different colours are used to represent different crime
categories. The visualisation provides the user with an overview of
the historical crime density over time in the Rol, i.e. the Chicago
area.

3 Available: https://data.cityofchicago.org/Public-Safety/Crimes-2018/3i3m-jwuy
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Figure 7: Images from VisCrimePredict. The colours of the dots identify the type of crime

Demonstration scenario 1: A user (e.g., a law enforcement
officer) wants to explore the trend of crimes that are happening in
a given location. When the user opens the browser, a visualisation
interface is initialised with a map view that has events presented
as dots (see Figure 7(a)). If the user hovers over the dots shown on
the map, a pop-up window reveals more information in relation to
the crime event.

5.2 Trajectory Observation

If the user is interested in the trajectory of the crime over a bounded
time frame, the system provides a crime trajectory by specifying
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the Pol and the connective thresholds (both spatial and temporal).
Since the size of the sliding window is controlled by the Pol, the
observation provided by VisCrimePredict is scalable.
Demonstration Scenario 2: When a user is interested in spe-
cific incidents within a period of time, he/she can indicate the Pol
with a spatial and temporal threshold (Ts and T;) which allows
the user to obtain different connective relationships based on the
threshold used in the query (see Figure 7(b). The user can also click
or hover over trajectories to further discover the relationships and
the information of the connective crime type, which provides the
trajectory after the reconstruction and the segmentation process.



Demonstration Scenario 3: A user wants to see the crimes
happening in their neighbourhood in real time as well as historic
crimes in the same locality. When the user clicks on the interface,
an overlay option is offered that shows real-time relationships with
tweets. The blue box shows the trajectory established from tweets
and also visualises the historic crime trajectory. (see Figure 8).

s Chicago

Figure 8: A view of real-time relationship between crime tra-
jectory and tweets from social media data

5.3 Trajectory Prediction

If the user is interested in viewing the prediction trajectory of a cate-
gory of crime for a given duration and distance, the system provides
a crime trajectory by highlighting the next predicted trajectory.
Demonstration Scenario 4: A user can find out about a possi-
ble future crime event by providing the required filtering criteria
with spatial and temporal thresholds. The trained LSTM model cal-
culates possible future geo-coordinates from the trajectory, based
on selected criteria. The next connection in the trajectory is pre-
sented to the user with a different colour. The user can hover over
the trajectory for further information. This is shown in Figure 9.

Chicago.

Figure 9: Viewing predicted trajectory (highlighted in yel-
low) in VisCrimePredict System

6 EXPERIMENTAL RESULTS

The illustrative nature of the visualisation improves when we apply
TbSTS over reconstructed trajectories. For example, Figure 10 shows
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the trajectories of assault crime events for a single day (01-01-2017).
Here, the points represent a location, whereas the colour of a point
indicates the type of crime. As we can see, trajectories are easier to
interpret when we apply the TbSTS algorithm with defined values
of Ts and Ty.

Figure 10: Trajectory of assault crime events for a one day
without applying TbSTS

To assess the performance of the LSTM-based learning algorithm
and its ability to generate accurate trajectory predictions over dif-
ferent crime categories we first used constant Ts and T; values to
generate trajectories during a whole year. In our case, Tg = 10 km
and T; = 30 minutes. For evaluating the performance of trajectory
prediction, we used the top 15 crime categories which have higher
numbers of trajectories. We only considered trajectories which have
more than one point. 80% data was used for training, the remainder
for testing.

We used 20% of the T and T; values as error correction factors.
This means that if the predicted value is within the range of the
error correction factor (€) of the specified temporal and spatial
threshold, we consider it an accurate prediction. For example, for
Ts = 10 km and T; = 30 minutes error correction factor is =2 km
and €;=6 minutes respectively. That is, if |D/_\ —Ds;,,| < es and
IDt,., = Dt;.,| < € where D and D are the predicted and original
distances, we considered this an accurate prediction.

For each crime category we then computed a normalised root
mean square value (RMSE) between the predicted and actual val-
ues of Dg and D;. The observed RMSE value for the top 15 crime
categories trajectory model with Ts = 10 km and T; = 30 minutes is
presented in Table 2.

The average RMSE across all crime categories is 0.28. A higher
value of RMSE is observed when other filtering criteria are used as
input features for LSTM. From this observation we can conclude
that the LSTM-based model yields good results in terms of predict-
ing Ds and D;. We have also observed that categories which have
longer trajectories show better performance (low RMSE) than oth-
ers. The observed results only use the RMSE with a error correction
factor to evaluate the prediction performance. Besides providing

Si+1



Table 2: Performance of Trajectory prediction for different
crime categories using 1 year crime data

‘ Crime type ‘ No of trajectories ‘ RMSE ‘
Assault 11873 0.37
Battery 24402 0.25
Burglary 8443 0.29
Criminal Damage 14207 0.34
Theft 29807 0.17
Robbery 5231 0.15
Motor Vehicle Theft 6982 0.20
Narcotics 4301 0.39
Criminal Trespass 2122 0.27
Weapons violation 16520 0.33
Other offence 9667 0.32
Sexual assault 5721 0.19
Public peace violation | 2201 0.31
Children offence 1090 0.28
Homicide 972 0.13

improvements to the current model, future work will focus on de-
signing better suited metrics related to a more accurate prediction of
trajectories including the use of additional contextual information.

7 CONCLUSION

In this paper we have proposed and demonstrated VisCrimePredict,
a visual analytic system that allows visual exploration of crime
incidents from multidimensional data obtained from diverse data
sources including open data sources and social media. VisCrimePre-
dict provides the capability to present trajectories of crime informa-
tion propagation at the macro and microscopic levels using a novel
threshold-based spatial temporal segmentation algorithm. The al-
gorithm proposed here can generate trajectories from historical
and social media data. We also applied the LSTM-based predictive
model to the trajectories generated in order to find the next possible
path in a crime trajectory, effectively predicting the occurrence of
similar crime. Future work will be focused on exploring more micro-
scoping predictive modelling by integrating more community and
social media information and also will be added more comparative
studies and evaluation based on the well-known machine learning
algorithms.
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