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1 Introduction

Recent years have witnessed the booming of BDAAs in Clouds [1, 2, 13, 19, 89, 135, 143]. For example, Google
utilizes Google BigQuery [5] to offer inventory management system [2], an abundant, highly scalable, low cost and
pay-as-you-go Cloud-hosted BDAA to make inventory management productive and efficient. Amazon provides
natural language processing-based BDAA in Cloud that identifies the language of voluminous texts, extracts
vital entities such as people, organizations, locations or events, and analyze sentiments in texts using Amazon
Comprehend [1]. Salesforce builds their social media monitoring service in their marketing Cloud [3] that can
collect social media data in close to real-time and run in it through their underpinning big data technologies and
algorithms to produce insights such as near-instant feedback on the effectiveness of new marketing campaigns
or alerts about emerging problems with products. These applications offer organizations the capabilities of
constructing valuable information and extracting actionable insight for enhancing the evidence-based decision-
making process. Many leading providers such as Google and Amazon provision such analytics capabilities in the
form of service to customers in a pay-per-use economic model.
In today’s competitive world, the potential business values of these applications depend a lot on the quality

of service (QoS) offered by providers. Hence, to gain competitive advantages, providers should focus on the
needs of their customers and respond proactively to their marketing strategies, not only to build and raise
customers awareness of their services but also meet customers’ best expectations for service quality. That is
to say, providers must provide the required and promised services to their customers, and these services must
achieve the requirements of users (ex. availability, elasticity and scalability).

Given these circumstances, it is very important and necessary for efficient methods to manage and guarantee
the QoS promised. Service Level Agreement (SLA) represents a formal contract among service providers and
customers, which captures agreements in the sense of QoS. SLAs play an integral role in governing the relationships
between providers and customers in the context of Cloud-hosted BDAAs. Furthermore, SLAs can be considered
as a strong differentiator, which allows service providers to provide various levels of guarantees for services
offered to customers as well as to distinguish itself from competitors. Therefore, it has become a critical task to
manage the SLAs thus a high QoS of Cloud-hosted BDAAs may then be guaranteed.
Existing surveys focus on SLAs management in grid computing (for Sim [115], Sim [114] and Wieder et al.

[132]) or Cloud computing (for Mohamadi et al. [81], Faniyi et al. [33], Hussain et al. [49] and Whaiduzzaman
et al. [131]). Internet of Things (IoT) emerges with the recent advancements in computing. Mubeen et al. [82]
investigated the existing work on SLAs management for IoT-based applications in Clouds. To the best of our
knowledge, there exists only one preliminary review with a simple taxonomy of SLA management for Cloud
computing and Cloud-based BDAAs [99], and it does not suffice in any in-depth understanding of managing
SLAs or the trends for future research in this area. SLA-specific management for BDAAs in Clouds has largely
been ignored.

To bridge gap in this field and spot out the trends for future work, this study performs a systematic literature
review (SLR) of the state-of-the-art of SLA-specific management for Cloud-hosted BDAAs. The review mainly
concerns the requirements and characteristics across Cloud computing stacks. In particular, a taxonomy-based
study is emphasized for the following reasons:

• The existing works on SLA management for Cloud-hosted BDAAs manifest a wide range of thematic
perspectives (e.g., techniques used, Cloud models deployed, and layers considered). Further, in each different
perspective, various subcategories have been discussed. Take the technique perspective as an example,
researchers proposed multiple techniques to address SLA management for Cloud-hosted BDAAs (e.g.,
simulation andmachine learning). It is important to form a hierarchy of these categories for a comprehensive
understanding.
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• Taxonomy is a scientific tool that is able to provide a global and universal categorization addressing the
above needs and continues effectively to accommodate new knowledge when applicable. A well-developed
taxonomy of SLA management for Cloud-hosted BDAAs aims to support researchers and practitioners
from academia and industry by organizing SLA-specific management concepts and terminologies for
Cloud-hosted BDAAs. It provides researchers with a scientific tool to focus on all the aspects bridging
research gaps.

• There exists no taxonomy enabling an extensive review of SLA management for Cloud-hosted BDAAs. This
is evidenced from the aforementioned brief of existing survey works (more details can be seen in section 2).
This study formulates a taxonomy categorize the existing research works from multiple perspectives and
then to enable readers a better understanding of the state-of-the-art.

This paper aims not only to present researchers an outlook on SLA-specific management for BDAAs in Clouds,
but also to give new insights through a global thematic taxonomy in this research area. The main contributions
of this survey include:

• A systematic literature review of SLA Management for Cloud-hosted BDAAs with build-up thematic
taxonomy covering six core dimensions including actors, Service layers, techniques, Cloud service and
deployment models, SLA metrics and conceptualization;

• A unified SLA model for Cloud-hosted BDAAs from a layer-based perspective to link different types of
SLAs in a vertical motion;

• A multi-dimensional categorization scheme regarding SLA metrics dedicated for Cloud-hosted BDAAs,
which allows systematically categorization of both common metrics and niche metrics for each layer with
respect to requirements of BDDAs; An SLA template is provided for a representative Cloud-hosted BDAA
to aid understanding SLAs conversation across its different layers.

• Identification of open issues and future directions of Cloud-hosted BDAA based on the systematic literature
review.

The rest of this paper is organized as follows. Section 2 discusses the related works and our motivations to
construct a taxonomy-based survey. In Section 3 discusses how the SLR applies to the research field of SLA
management for Cloud-hosted BDAAs and proposes a novel thematic taxonomy. Section 4 presents the details of
the review results and discusses the findings according to the taxonomy. Section 5 presents a dedicated conceptual
SLA model and proposes a multi-dimensional categorization scheme of SLA metrics for BDAAs in Clouds and
give an illustrative example of SLAs template for a real Cloud-hosted BDAA. We conclude the paper with open
issues and future directions in Section 6.

2 Related Work

To figure-out the considerable difference between our survey and the previous studies in the literature, we
present in this section the related research works that have been done by others and highlight their limitations.
A few previous studies focused on the literature review of SLA management in the context of Cloud en-

vironment. Mohamadi et al. [81] conducted a very preliminary review of SLA management approaches and
compared them with respect to improved parameters, implementation/simulation and its environment, and
workload/application. Faniyi et al. [33] surveyed the research landscape of SLA-based Cloud systematically with
the focus on specific phase of SLA life cycle (i.e. resource allocation phase) and outlining consequences on the
others. From Cloud service provider perspective with small to medium-sized enterprise level. Hussain et al. [49]
presented a comprehensive overview of existing approaches of SLA management in Clouds and highlighted the
features and limitations of these approaches to tackle the issue of creating a viable SLAs in Cloud computing
from the viewpoint of service provider’s. While from another perspective, Whaiduzzaman et al. [131] focused on

, Vol. 1, No. 1, Article . Publication date: November 2019.

Page 3 of 91 Computing Surveys

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

4 • Zeng and Garg et al.

SLA-based service provisioning techniques and methods that assist in evaluating Cloud services provisioned
with regards to user-specific requirements and cost.

With the recent advancements in computing, internet of thing (IoT) has been introduced as an emerging and
promising technology. Thus, Saad Mubeen et al. [82] conducted a survey to investigate the existing research on
SLAs management for IoT-based applications in Clouds. This survey used a systematic mapping study for the
purpose of identifying the results of the published research works that are related to SLA management in IoT
context.
Existing surveys either focus on SLA management in Cloud environment or IoT environment, which are not

specific and sufficient for SLA management in the context of Cloud-hosted BDAAs. To the best of our knowledge,
there is only one research work has been done on SLA management for BDAAs in Clouds. Sahal et al. [99]
conducted a preliminary survey and divided SLA management into two types, which are SLA management for
Cloud computing and SLA management for Cloud-hosted BDAAs. Regarding to latter type, SLA management
approaches are categorized into two groups comprising MapReduce scheduler and Cloud Layer, which we argue
that this categorization is oversimplified and fails to give a holistic landscape towards SLA management for
BDAAs in Clouds.

From the above existing research works, it is clearly seen that a taxonomy-based survey on SLA management
for Cloud-hosted BDAAs is in its infancy. Therefore, we conduct a taxonomic survey in this field by using a
systematic literature review (SLR) method to fill this research gap. Our work differentiate existing research works
in multiple dimensions: (i) we propose a novel thematic taxonomy that covers six core dimensions including
actors, Service layers, techniques, Cloud service and deployment models, SLA metrics and conceptualization;
(ii) we design a cross-layer SLA model for Cloud-hosted BDAAs (CL-SLAfBDAAs) to provide a unified and
structured way to understand SLAs at different layers with different attributes and their strong dependencies
relationship. (iii) we propose a general categorization scheme of SLA metrics consisting of common metrics and
niche metrics for each different layer of SLA, which fully embodies the characteristics of Cloud-hosted BDAAs;
(iv) we elaborate our proposed model and SLA metrics categorization by giving an example of SLA template for a
real Cloud-hosted BDAA. Our work not only provides a comprehensive review of the state-of-the-art landscape,
but also finds insights into understanding the research themes/patterns in this field.

3 Systematic Literature Review Of SLA Management in Cloud-Hosted BDAAs

The field of SLA management is broad. It involves several phases that depicted into SLA life cycle [33] [49]
to clarify expectations and responsibilities, and streamline communications among the parities involved in the
agreement. In [33], five phases of the SLA life cycle are described. The first phase is SLA negotiation to define
and agree on given service terms and levels. The second phase is SLA establishment/deployment to implement
and deliver the service in accordance to the agreed SLA. The third phase is to SLA monitoring to observe and
monitor the service after being deployed and under its execution. The fourth phase is violation management to
detect and manage SLA violations. The fifth phase is SLA reporting and termination to provide detailed reports
for audit activities that happened during service provisioning, and provide a method to terminate the service at
the end of SLA agreement or in case of violations as defined in the agreed SLA. From the aforementioned SLA
life cycle and after studying the characteristics of Cloud-based BDAAs, we identify the following requirements
for adopting SLA management for Cloud-based BDAAs:

• Cloud provider and customer responsibilities. In SLA management, different parities are involved. Thus,
each party role, obligation and penalty in the context of Cloud-based BDAAs should be stated.

• SLA description and commitments. During the establishment of agreement, the service terms and levels,
and QoS commitments are defined. This includes SLA metrics that will be specified and monitored to
ensure that SLA agreement is respected.
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Fig. 1. Systematic literature methodology applied on the survey of SLA management for Cloud-hosted BDAAs
• SLA enforcement. During the deployment of BDAAs in Cloud, different models of Cloud infrastructure and
different layers should be considered since the measures and requirements of QoS defined in SLAs differ
With each model and layer.

• SLA monitoring and management. After the agreed SLA parameters and metrices are defined, different
approaches and techniques to be taken to meet SLA and service providers’ procedures to be invoked in the
event that SLA guarantees are not fulfilled. Also, policies for applying compensation and penalty are taken
place in case of un-fulfilment of SLA terms.

To meet the above requirements, we deliberately intended to cover multiple categories and subcategories
in order to acquire a comprehensive understanding of SLA management for Cloud-based BDAAs. To achieve
that, we need a a taxonomy-based study by leveraging systematic literature review (SLR) method that provides
rigorous way of reviewing the landscape towards SLA-specific management for BDAAs in Cloud to develop
comprehensive taxonomy as a key result of this survey work. Our study in this paper uses a SLR methodology
proposed by Kitchenham et al. [58] that is an objective, transparent and reproducible methodological method of
reviewing extant literature to answer and deduce particular research question(s) in such a way that is unprejudiced.
Specifically, our SLR consists of three main phrases as shown in Figure 1.
The first phase is planning for review, where we define our research questions that will be considered and

tackled in this study and determine the strategy of search being used for primary studies with lists of inclusion
and exclusion criteria. After the executing search query on the selected database sources, the relevant papers
obtained will be input for the next phase. The second phase is about conducting the review by applying the
selection mechanism including primary selection (exclusion and inclusion criteria) on the obtained papers to get
all relevant papers, and the secondary selection for performing a further evaluation for each remaining paper to
get the most relevant papers. In the final phase, we further analyze the remaining papers to report a thematic
taxonomy of SLA management for BDAAs in Clouds and review these papers based on this taxonomy.
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Table 1. Academic database sources

Source URL
IEEE Explore Digital Library http://ieeexplore.ieee.org
ACM Digital Library http://portal.acm.org
Springer http://springerlink.com
Science Direct http://sciencedirect.com
Web of Science http://webofknowledge.com
Google Scholar http://scholar.google.com

3.1 ResearchQuestions

This study aimed to portray the research landscape in SLA management for BDAAs in Clouds by addressing
the following research questions:

• RQ1: What are the actors involved in making conversations and engineering SLAs in the context of
Cloud-hosted BDAAs?

• RQ2: What is the status of addressing SLA management for Cloud-hosted BDAAs from different service
layers (i.e. BDSaaS, BDPaaS and CIaaS) and Cloud deployment models (i.e. private, public, hybrid and
community Cloud)?

• RQ3:What are the techniques applied to address SLA management for Cloud-hosted BDAAs?
• RQ4: What SLA metrics are of interest to stakeholders and being discussed in the context of Cloud-hosted
BDAAs?

• RQ5: To what extent the SLA model for Cloud-hosted BDAAs is conceptualized?

3.2 Search and Selection Strategy for Primary Studies

3.2.1 Selection of Academic Databases and Search String To search for research publications in the areas of
computer science, there are well-known databases that are being used as primary sources for these publications
[58]. For our study, the academic databases selected are shown in Table 1. These databases provide advanced
search options with a set of Boolean functions to make concise search based on certain fields such as abstract,
title and keywords, which return the most relevant results in comparison to search all fields.

We then construct our search string that will be executed over the aforementioned databases to search relevant
publications. To provide comprehensive coverage of the relevant research works in the literature and state-of-
the-art studies, we need to select keywords carefully. Thus, we consider the terms "service level agreement",
"Quality of Service", "big data" , "big data analytics", "big data analysis" and "big data analytics application" as
the primary keywords along with a range of related abbreviations, plural or synonyms, namely "service level
agreements", "service-level agreements", "SLA", "SLAs", "SLM", "SLA management", "QoS", "BDA" and "BDAA".
Since a typical BDAA comprises data ingestion, data storage, data processing and data analysis framework, we
also consider "MapReduce", "batch processing", "batch computing", "stream processing", "stream computing", "data
ingestion" and "NoSQL" as additional keywords. To join the primary keywords and the additional keywords with
their synonyms in the search string, Boolean functions (AND and OR) are used. Moreover, to make sure that our
search string returns as many relevant studies as possible in the selected databases, we conduct several tests. As
a result, we select the following search string:

(("service level agreement" OR "service-level agreement" OR "SLA") OR ("service level agreements" OR "SLAs")
OR ("SLA management") OR ("service level management" OR "SLM") OR ("SLA conformance") OR ("quality of
service" OR "QoS")) AND (("big data") OR ("big data analytics") OR ("big data analysis") OR ("big data analytical
application" OR "BDAA") OR ("big data analytical applications" OR "BDAAs") OR ("big data analytics " OR
"BDA") OR "MapReduce" OR ("batch processing") OR ("batch computing") OR ("stream processing") OR ("stream
computing") OR "NoSQL" OR "ingestion"))
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Table 2. List of Inclusion Criteria
Criterion Description
The type of study is peer-reviewed We chose peer-reviewed publications including conference/workshop and jour-

nal papers, and peer-reviewed book chapters.
The writing language for the study is English We restrain the language to English because some databases such as Springer

returns publications in another language like German
The publication year for the study is published from 2010 to
2018

We search all publications in accordance to our search string that have been
published in the databases between 2010 and 2018.

Table 3. List of Exclusion Criteria
Criterion Description
The focus of study is not SLA management We consider the publications in the field of SLA management for Cloud-hosted

BDAAs.
Abstracts and publications that are not pass through referee-
ing process

We exclude the study with only abstract, not in the form of full paper and is not
peer reviewed.

Duplicate publication We remove duplication for the same study found in different databases

3.2.2 Search Criteria and Selection Mechanism To evaluate the publications that will be obtained after applying
the search string in next phase, we need to define the search criteria that being applied. Table 2 and Table 3 show
inclusion and exclusion criteria that are performed in our SLR.
After executing the search string and applying inclusion and exclusion criteria on the obtained relevant

publications in the field of SLA management for Cloud-hosted BDAAs, we get the initial result of 1098 papers.
Then, we conduct the stringent selection (secondary selection) on them based their titles, abstracts and contents
using the following rule. We strictly select publications that consider SLA management specifically in the
context of BDAAs in Clouds and exclude those publications that only discuss SLAs in general Cloud computing
environment. This is because, our focus in this paper is given to the evolutionary stage of SLAs for Cloud-hosted
BDAAs rather than the evolutionary stage of SLAs for Cloud Computing. Moreover, SLA management in Cloud
Computing is a well-explored area with lots of papers. However, SLA management for Cloud-hosted BDAAs is
still a young research area, which demands more necessity and urgencies study on. At the end of this phase, we
get 109 papers that will be systematically reviewed in this study.

3.3 Data Extraction and Synthesis

The quality assessment strategy used in this study is subjective analysis, where we evaluated the collected
papers from primary studies to assess their relevance to the landscape of the survey. From this analysis, the
thematic taxonomy of SLA management for BDAAs in Clouds has been emerged (see Figure 2). The following
are the detailed descriptions for the proposed taxonomy elements:

• Actors − This element considers the different actors (service providers, consumers and Cloud end users)
involved in Cloud-hosted BDAAs. Service providers provide the consumers resources that can be provisioned
and metered on demand including big data platform resources and Cloud infrastructure. In particular,
it could further classified into BDSaaS, BDPaaS and CIaaS providers. These providers care more about
the efficient resource utilization, energy efficiency, profit maximization, cost reduction, and performance
enhancement. The service consumers are those actors that utilize services offered by service providers and
are liable for their resource consumption’s, where they are more concerned about the budget, pricing, and
customer satisfaction. The Cloud end users (or for short end users) are those actors that use the applications
or services offered by service customers. They are more interested in QoS and SLA constraints such as
service quality, performance and response time.

• Service Layers − This element examines SLA management from various levels of abstraction including
CIaaS, BDPaaS and BDSaas. At CIaaS layer, SLA management takes care of guaranteeing SLA requirements
on virtualized resources such as VMs, storage or network. At BDPaaS layer, such management guarantee
SLA requirements for different big data frameworks including data ingestion, data processing, data analysis
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Fig. 2. Taxonomy of SLA management for Cloud-hosted BDAAs
and data storage), and at BDSaaS, such management cares about guaranteeing user-specific application
requirements.

• Techniques − In the context of Cloud-hosted BDAAs, one or more techniques (such as optimization-
based, scheduling-based and simulation-based) can be included into SLA management to guarantee SLA
requirements at specific or across service layers. A technique is a method that aims to address SLA
management for Cloud-hosted BDAAs.

• Cloud Deployment Models − When proposing a new SLA management, the activities like implementation,
deployment, validation and evaluation come to the picture in order to access the validity and practicality of
such management in Cloud infrastructure. Thus, these activities need to be carried-out in private, public,
community or/and hybrid Cloud deployment model, where each one of them has its own requirements and
challenges.

• SLA Metrics − This element considers SLA items that are defined as quantitative targets in the contract and
they must be maintained by the service provided. Measuring these items/metrics (such as cost, deadline
and performance) is critical for SLA management to avoid any SLA violation.

• Conceptualization − This element examines SLA management from conceptualization perspective instead
of concrete techniques. It mainly consists of designing conceptual SLA models that offer researchers a
fundamental and clear way to describe actors, activities and entities involved in a Cloud-hosted BDAA
scenario and understand the context of SLA including the conversation and relationship between providers
and customers.

4 Review Results in Thematic Taxonomy

4.1 Actors (In response to RQ1)

4.1.1 Providers In terms of providers’ profit maximization, the authors [29] provide an SLA-based PaaS architec-
ture that can support Cloud-hosted BDAAs. In their paper, a disperse optimization policy is proposed, which
aims at maximizing providers’ profit and considers to pay penalties incurred when SLA are unsatisfied. Then,
the proposed optimization policy is applied to Cloud-hosted BDAAs (e.g., MapReduce applications). In paper
[145], the authors designed and implemented automated and elastic resource scheduling algorithms with the
objective of profit optimization. Their algorithms can deliver BDAAs to users and optimize profits of platforms
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while guaranteeing SLAs for query requests in terms of deadlines and budgets and allowing prompt responses
with manageable financial costs.

Unlike the above works, paper [18] focuses on the optimization of energy consumption from providers’
perspective. The authors take into account sharing MapReduce-based applications in an environment of Hadoop
YARN and introduce an SLA-driven energy-saving scheduling algorithm for them [4]. Job profiling is performed
to capture the characteristics of performance for diverse stages of a MapReduce-based BDAA. The obtained
characteristics of performance will be considered as input to resource provisioning phrase with the purpose
of guaranteeing application’s SLA such as the completion deadlines. Their experiments demonstrate that their
approach enhances the conformance of SLA in terms of reduced energy consumption and resource expenditure.
4.1.2 Customers The authors in [144] focused on their study on Cloud-hosted databases from the customer
perspective and addressed the challenge of SLA-driven provisioning and cost management for them. In their
paper, a comprehensive framework is proposed, which can flexibly and dynamically provisioning Cloud-hosted
database of BDAAs. According to application-defined policies, their proposed framework can satisfy SLAs in
terms of performance requirements, avoid penalties when SLA violations occur and control expenses when
allocating computing resources.
4.1.3 End Users The authors in [12] proposed an improved resource revenue optimization model. The model
defines the constraint mechanism that describes quality of service (QoS) problems. They sliced the requests of end
users, modeled the process of requesting service, evaluated the time of response and processing, and allocated
resources based on the specified objective function while considering end users’ requirements for QoS in this
model. They designed a parallel and distributed algorithm based on the working mechanism of MapReduce to
solve their proposed model while guaranteeing end users’ needs on QoS as much as possible.

4.2 Service Layers (In response to RQ2)

Figure 3 presents the statistics of SLA management works in the reviewed papers by the service abstraction
level and their breakdown in each layer. It is observed that most of the reviewed papers (67%) fall into the
BDPaaS sector. This demonstrates that BDPaaS is the core part of BDAaaS and attracts more interest from
researchers. When drilling down into the BDPaaS layer, we found that the top-ranked framework at this layer is
data processing with a percentage of 57%. This is because that distributed data processing technologies such as
MapReduce receive lots of attention in academia since 2010. Also, it is seen that the data storage framework is
ranked secondly, occupying 8%. This indicates that representative data storage technologies such as NoSQL are
of increasing interest by researchers in recent years.
Moreover, from the BDSaaS sector, there are 11% reviewed papers discussing SLA management for general

BDAAs, while 5% reviewed papers providing domain-specific BDAAs. Interesting, it is further noted that among
these domain-specific BDAAs, healthcare application is of the most interest for researchers with four reviewed
papers [25, 83, 100, 145] in total and only one reviewed paper takes banking application as the case study [97].
Besides, in CIaaS sector, it is seen that the computing, storage, and network components share the balanced
percentage, which means they receive even attention in academia.
Additionally, we present the works of SLA management for Cloud-hosted BDAAs by layers with the corre-

sponding references in Table 4. It has been seen that the quantity of publications regarding batch processing is
much higher than that regarding stream processing. The reason is that typical batch processing paradigm like
MapReduce featured by its automatic parallelization and distribution, fault tolerance and simplicity becomes
ubiquitous programming framework to parallelize the processing of large dataset, which gained significant
interest both industry and academia since its emergence in 2007. However, stream processing such as Spark or
Storm has been earning improving attention in the last years due to the emerging need for supporting a real-time
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Table 4. Classification of the reviewed papers on SLA Management for BDAAs in Clouds by layers

Service Layer (# of papers) Category (# of papers) Sub-category and References
BDSaaS (17) Applications (17) • General applications: [8, 11, 61, 73, 74, 80, 103, 107, 108, 110, 112, 146]

• Domain-specific applications: [25, 83, 97, 100, 145]

BDPaaS
Data Processing Framework (63) • Batch processing: [10, 12, 16, 18, 29, 31, 35–39, 41, 43, 44, 50, 54, 57, 60, 63, 66–

71, 75, 77–79, 85, 87, 88, 90, 93, 95, 105, 106, 109, 111, 120, 124, 125, 128, 129, 133,
134, 137, 141, 142, 145–147]
• Stream processing: [15, 40, 42, 46, 51, 59, 83, 117, 121–123]

Data Storage Framework (9) [27, 34, 47, 84, 91, 101, 104, 113, 144]
Data Analysis Framework (2) [65, 83]

CIaaS
Computing resources (8) [22, 23, 53, 55, 72, 76, 102, 104]
Storage resources (6) [9, 24, 30, 96, 119, 136]
Network resources (6) [48, 86, 94, 138, 139, 148]

or near-real-time processing task. The representative works in each layer will be discussed in the following
subsections.

Fig. 3. Statistics of the reviewed papers by layer and their breakdown

4.2.1 BDSaaS layer General applications: The authors [74] addressed the challenge of situations where
numerous job instances in BDAAs should be concurrently deployed at runtime. They introduced DepWare
that is a specialized middleware capable of offering an autonomic deployment decision making. They then
designed DepPolicy that is a novel language to specify fundamental deployment information. Moreover, an
algorithm of deployment decision making is proposed to achieve the optimum deployment for each job instance.
Experiments shows that their algorithm of deployment decision making can simultaneously make diverse
decisions of deployment at runtime for different job instances. Meanwhile, optimal overall utility is achieved, all
given constraints (e.g., cost limit) is satisfied and SLAs (e.g., feasibility, functional correctness, performance, and
scalability) is guaranteed.
Domain-specific applications: The authors in [100] focus their work on healthcare BDAA where missing

any SLA can generate significant influence on the data analysis of emergency patient thanks to the disease
severity. They proposed a computing model for SLA-based healthcare BDAA and implemented a single API to
manipulate and analyze both stream-based and batch-based data over Spark platform. They then presented a
probabilistic method based on parallel semi-Naive Bayes (PSNB) and designed a modified conjunctive attribute
algorithm for dimensionality reduction to improve the accuracy. For those jobs with high priority, they proposed
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an adaptive job scheduling algorithm to optimize their execution time that satisfies SLA. Experiments results
show that their proposed model for SLA-based healthcare BDAA outperforms extant parallel processing models.
Also, their proposed PSNB-based approach enhances accuracy compared to the original Naive Bayes algorithm.
Differently, the authors [97] focus on how to schedule BDAA workflows in both single Cloud and federated
inter-Cloud environments. A workflow consists multiple tasks that need storage, computing and bandwidth
resources to transmit and process data. The resources in the workflow need satisfying SLA requirements (e.g.,
optimizing time to meet deadlines, optimizing cost and managing budgets). A Cloud or inter-Cloud provider
could provide resources for executing tasks in the workflow according to specified SLAs criteria. A case study
of banking application demonstrates that single or federated Cloud resources are very necessary in terms of
executing BDAA workflows.
4.2.2 BDPaaS layer Data Storage Framework:

Sakr et. al. [101] considers cost management and SLA-based provisioning for Cloud-hosted NoSQL databases.
In their paper, they proposed an end-to-end framework that is represented as middleware residing between the
Cloud-hosted databases and consumer applications. The proposed framework aims to flexibly and dynamically
provisioning one database function in BDAAs while satisfying their SLA performance requirements (e.g., variabil-
ity, scalability, elasticity, and performance) according to application-defined policies and avoiding the monetary
cost when SLA violations happen as well as controlling the expenses when allocating computing resources. In the
context of data security in NoSQL database, Crypt-NoSQL [113] is the first prototype that can encrypt data and
execute queries on NoSQL databases while providing high performance. The authors in this paper proposed three
different types of models for Crypt-NoSQL and evaluated its performance using Yahoo! Cloud Service Benchmark.
Their experiments demonstrate that Crypt-NoSQL is able to efficiently execute queries while guaranteeing SLA
requirements (e.g., scalability, high performance). Moreover, they proposed guidance for providers to establish
Crypt-NoSQL in the form of a Cloud service and set up pertinent SLA conventions.
Data Processing Framework:
On the one hand, some papers focus on batch-based MapReduce jobs in Cloud. For example, the authors [16]

aim at minimizing SLA metrics (e.g., response time) and keeping deadlines set in the pSLA (platform-level SLAs)
in this context. First, they developed a so-called grey-box model that can accurately obtain the characteristics of
MapReduce behavior. They then proposed a control theory-based framework to satisfy the objectives of SLA. A
feed-forward controller was designed and implemented to assure constraints such as service time and improve
control response time. The experiments illustrate that the controller is valid in meeting the specified deadlines in
the SLAs. Lim et al. [66] propose a novel MapReduce resource manager using constraint programming-based
method. In this paper, each MapReduce job is featured by a set of metrics (e.g., the time of earliest start, the
time of execution, and deadline) specified in an SLA document. The authors evaluated the performance of their
resource manager through an open and discrete event-based simulator where a stream of jobs arrive at intervals.
The experiments show that the resource manager can achieve good performance in matchmaking and scheduling
MapReduce jobs and give insights into the behavior and performance of system.

On the other hand, some papers focus on stream-based jobs. For example, Rafael et al. [121] take into account
simultaneously executing stream workload over shared Cloud infrastructures where each stream is characterized
by specific quality of service (QoS) objectives (e.g., throughput, latency) specified in an SLA. They consider
classifying customers who submit streams workload into three different classes (Gold/Silver/Bronze/). Each class
differentiates by a unique penalty and revenue from providers’ side. Their proposed profit model can consider
both the cost of provisioning and penalties when the violations of SLA occur. Experiments show that their
approach can apply the enforcement of QoS for each application. Paper [46] discusses provisioning resources
for stream-based jobs at a granularity of VMs level at runtime. They proposed a novel method to provisioning
resources in a cost-efficient way while optimizing the resource usage of VMs (SLA metrics at CIaaS layer).
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Moreover, their method is integrated into the Vienna ecosystem at runtime environment for scalable stream
processing. The evaluation shows that their method achieves better conformance of SLA by up to 25% and the
operation cost reduction up to 36% compared to the extant threshold-based method.
Data Analysis Framework:
The authors [65] developed an extensive model for predictive analysis regarding performance and cost in

Cloud. They collected data of resource consumption and placed them in readiness state to enable fast analysis.
They stored time series data and various kinds of data regarding performance and events of BDAAs in a layered
object store, which can provide the abilities of fast retrieving and pattern analysis. Meanwhile, the authors took
into account the data aggregations regarding the interrelation between performance and cost as well as their
dynamic tendency over time. Hence, through the application of real-time predictive analysis techniques, the
framework achieves an accurate prediction of the current status (i.e., cost and performance) and prospective
status. This provides effective support for providers to make decision based on resource configuration regarding
the guarantee of SLA requirements.

With regards to analytical capability on prediction accuracy, Lekha et al. [83] focus on developing a real-time
stream-based system for the prediction of health status of patients. The system is implemented and deployed on a
Cloud-hosted Spark platform which leverages the power of multiple machine learning algorithms. In this scalable
system, first, the health information tweeted by users are captured. Then, the proposed system can receive the
same health information in real time. Next, the system preprocesses and extracts valid health information from
those unstructured stream data and utilizes machine learning algorithms to forecast the health status of users
with the purpose of maximizing the accuracy of prediction. By the virtue of the availability of high-quality
training datasets of healthcare and the computing power of steam processing of Spark, the process of analyzing
huge healthcare samples by applying machine learning techniques becomes significantly more efficient than ever,
resulting in enhanced prediction accuracy.
4.2.3 CIaaS layer In terms of Cloud storage, paper [24] addressed various requirements of customers regarding
Cloud storage. They first defined a set of realistic and concrete SLA elements. Then, they designed the short-secret-
sharing Cloud storage system that applies the defined SLA elements and provides customers with a protected and
steady storage service in Cloud. Their proposed system can capture applicable parameters to offer customers with
their wanted services while respecting SLAs (e.g., minimal costs). The authors in [136] focus on the scheduling
policies of volume request that can shorten the violations of SLA in terms of I/O throughput in Cloud storage
systems. To this end, they propose various SLA-driven scheduling policies that consider both I/O throughput and
available capacity of backend nodes. The designed scheduling policies can considerably reduce monetary cost of
Cloud storage from providers’ perspective.
Unlike the above works, Yassine et al. [138] discussed the challenge of transferring multimedia big data

over Cloud data centers that are geographically distributed. Since the multimedia volume increases, there is an
increasing demand to transfer large datasets across data centers. Therefore, the surplus bandwidth that occurs at
different times and for different period in backbone network turns to be inadequate to meet speedily increasing
demand for transferring multimedia big data. In this paper, they designed multi-rate Bandwidth-on-Demand
(BoD) service to communicate among geo-distributed Cloud datacenters. They also developed a scheduling
algorithm that is employed by a BoD broker, which considers transferring multimedia big data requests that are
featured by various deadlines.

4.3 Cloud Deployment Models (In response to RQ2)

In the reviewed papers, researchers select a particular type of Cloud deployment model (private / public /
community / hybrid) to carry out various activities such as implementing the proposed framework, deploying
prototype or tools, evaluate approaches or simulate testing environments. Figure 4 shows the distribution of
Cloud deployment models in the reviewed papers.
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Fig. 4. Statistics of the reviewed papers by Cloud deployment models

Fig. 5. Breakdown of public Cloud deployment model
It is worth noting that a significant fraction of the reviewed papers only mention Cloud service in general

without explicitly telling the Cloud deployment model they used. In this case, we label it as "unknown Cloud
deployment model". Apart from the section of "unknown Cloud deployment model", it is observed from Figure 4
that public Cloud is accredited as the principal Cloud deployment model. This finding is in line with our
understanding that the public Cloud is the most common and well-known deployment model in comparison
with the others. Accordingly, researchers are prone to choose public Cloud to deploy their proposed prototype,
applications or tools and evaluate their proposed techniques. The second and third-ranked section is private
Cloud and hybrid Cloud, occupying 14% and 10% respectively. Interestingly, community Cloud is not used in the
reviewed papers.
Regarding public Cloud, we further investigate what specific public Cloud platforms were selected. Figure 5

gives an apparent breakdown of the public Cloud. It is found that some papers fail to state what specific public
Cloud platform was used. Hence we mark them as "unknown public Cloud platform" in Figure 5. It is seen that
Amazon EC2 is the preferable public Cloud platform, occupying 29%. Comparatively, only 2% of the reviewed
papers use Microsoft Azure as their deployment platform.
Next, Figure 6 presents the breakdown of private Cloud. Similarly, some papers fail to state what specific

private Cloud platform was used. Hence we label them as "unknown private Cloud platform" in the figure. It
is observed that OpenStack is the most favorable private Cloud platform, occupying 8%, while its competitor
OpenNebula and VMware vSphere equally share 1%.
Moreover, the breakdown of the hybrid Cloud is shown in Figure 7. The section of "unknown private and

public Cloud platform combination" denotes that it is not deducible what specific mixture of public and private
Cloud platform used according to the reviewed papers. It is interesting to find that OpenStack and Amazon
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Fig. 6. Breakdown of private Cloud deployment model

Fig. 7. Breakdown of hybrid Cloud deployment model
EC2 is the more popular combination despite having a small percentage (2%) than other combination such as
OpenNebula plus Amazon EC2, Citrix XenServer plus Amazon EC2 occupying 1% respectively.

4.4 Techniques (In response to RQ3)

Figure 8 shows the statistics of the reviewed papers by different SLA management techniques. Based on this
figure, it can be deduced that the dominant techniques are optimization, scheduling, simulation, monitoring,
machine learning, constraint programming, and scaling. Further, Table 5 shows these techniques used to address
SLA management for Cloud-hosted BDAAs and their breakdown by layer. From this table, it is clear that the
most common techniques used in SLA management are Optimized-based, Simulation-based, Scheduling-based,
Machine learning-based and Monitoring-based techniques. There are few research works that investigated other
techniques such as scaling, fuzzy logic and error-handling, showing that these techniques are uncommon in the
landscape of SLA management for Cloud-hosted BDAAs.
It is deserving to note that some authors combine more than one technique to address SLA management

for Cloud-hosted BDAAs. They might use scheduling and machine learning-based technique, or fuzzy logic
and machine learning-based technique, or monitoring and scaling technique. For example, Rajinder et al. [103]
propose a overall architecture regarding SLA-aware scheduling of BDAAs across geo-distributed Cloud datacenter.
Their proposed scheduling algorithms have two levels including coarse-grained and fine-grained. In this paper,
firstly, they employ Naive Bayes algorithm to predict which category a user’s BDAA belongs to. They then apply
Adaptive K-nearest neighboring-based scheduling algorithm to discover which regional datacenter is appropriate
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Fig. 8. Statistics of the reviewed papers by techniques

Table 5. Techniques used for SLA management for BDAAs in Clouds

Technique (papers quantity) Service Layer (papers quantity) References

Optimization-based (11)
BDPaaS (7) [12, 29, 40, 41, 46, 63, 134]
CIaaS (4) [48, 76, 94, 138]

Scheduling-based (35)
BDSaaS (8) [56, 73, 78, 85, 97, 103, 110, 111]
BDPaaS (24) [10, 15, 18, 31, 39, 43, 44, 50, 57, 60, 68, 77, 87, 90, 93, 95, 96, 109, 124, 128,

129, 133, 145, 146]
CIaaS (3) [86, 119, 136]

Simulation-based (54)
BDSaaS (3) [25, 100, 110]
BDPaaS (36) [10, 12, 14, 29, 37–41, 43, 46, 50, 51, 54, 59, 60, 66, 68–70, 78, 87, 90, 93, 94,

109, 117, 121, 124, 129, 133, 134, 141, 142, 145, 146]
CIaaS (15) [22, 23, 30, 48, 55, 72, 76, 86, 94, 104, 119, 136, 138, 139, 148]

Monitoring-based (11)
BDSaaS (5) [8, 11, 107, 108, 112]
BDPaaS (4) [59, 84, 122, 123]
CIaaS (2) [102, 104]

Machine learning (10)
BDSaaS (5) [11, 25, 100, 103, 107]
BDPaaS (3) [51, 63, 122]
CIaaS (2) [34, 104]

Control-based (3) BDPaaS (3) [16, 105, 106]

Constraint Programming (7)
BDSaaS (1) [74]
BDPaaS (6) [37, 38, 66, 67, 69, 137]

Scaling (7)
BDPaaS (5) [35, 47, 75, 88, 117]
CIaaS (2) [55, 102]

Mixed Integer Linear Programming (3)
BDPaaS (2) [41, 67]
CIaaS (1) [138]

Fuzzy Logic (1) BDSaaS (1) [25]

Framework-based (4)
BDSaaS (1) [118]
BDPaaS (2) [101, 144]
CIaaS (1) [9]

Anomaly Detection (2) BDPaaS (2) [53, 104]

Auction (2) CIaaS (2) [22, 23]

Model Checking (1) BDSaaS (1) [61]
Heuristic-based (1) BDPaaS (1) [147]

Policy-based (1) BDPaaS (1) [79]

Game Theory (2)
BDPaaS (1) [36]
CIaaS (1) [139]

Error Handling (2) BDPaaS (2) [70, 71]
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based on locations and requirements of users. Next, they performed the optimal scheduling of big data jobs based
on their designed scheduling architecture and typical Amazon scheduling policies in the local server. In this
paper, they investigated SLA metrics such as the time of waiting, the utilization of CPU, availability, estimated
time to complete and response time. Experiments shows the efficacy of their coarse- and fine-grained scheduling
algorithms. In [25], the authors focus on big media healthcare BDAAs in Clouds, which must satisfy SLAs for
medical users. In this work, they exploited fuzzy logic to orchestrate a local- and global-based Cloud federation
model that optimizes the selection decision making regarding target Cloud data centers. The model considers
the trades off between the users’ application service quality and providers’ profit when choosing federated data
centers. Also, the model acknowledges the dynamic behavior that user requests posses and system environments.
Through the precise estimation of resource requirements for processing big data jobs using multiple linear
regression algorithms, the accuracy of selection decision is significantly enhanced. In the subsequent subsections,
we will give the details of the fundamental properties of some representative techniques and their application in
some of the reviewed papers.
4.4.1 Optimization-based Generally speaking, the appropriate utilization of resources makes the tasks of SLA
management more favorable for providers. As a result, providers continuously demands optimization-based
algorithms that can optimally allocate/reallocate resource to maximize resources utilization and providers’ profit.
It makes sense that an optimization-based technique is essential in this context.
For Cloud-hosted BDAAs, the vast configuration diversity and dependency across different layers makes it

difficult for customers to choose appropriate configurations or even decide an applicable background regarding
their decisions. Moreover, the extant simple optimization algorithms fail to meet the requirements of most
BDAAs that are often featured by different objectives, either because one of the objectives is unsatisfied, or
the results appear far from the optimum [28]. Consequently, allocating Cloud resources (at CIaaS level) to big
data platforms (BDPaaS level) is not any more a conventional single objective problem (e.g., minimizing time,
maximizing resource) but involves multiple contradictory objective functions expressed by SLA metrics such as
the maximization of classification accuracy using Apache Spark MLlib, the minimization of response time of
MapReduce tasks using Apache Hadoop, the minimization of stream processing latency using Apache Storm and
the maximization of CPU utilization and so on. Further, the formulated multi-objective optimization problem
demands a considerable amount of computation that is increasing exponentially with the problem size in order
to find optimum solutions.

Take the energy consumption optimization for BDAAs as an example, the authors [76] propose a multi-objective
optimization-based technique that is aware of both energy and SLA requirements when placing and consolidating
VMs. Their proposed technique considers to balance the performance and energy utilization of such system as
well as SLA-compliance (e.g., availability and reliability). The results demonstrate that their technique achieves
better performance on saving energy, reducing resource consumption and communication cost, minimizing the
quantities of VM movements and SLA violations in comparison with the other extant tested approaches.

In terms of optimizing PaaS providers’ profit, Dib et al. [29] propose a decentralized optimization-based policy
and consider to pay the penalties when SLA violations occur. Their proposed policy achieves optimally exploiting
private resources, especially at peak time, before leasing any public Cloud resources. The paper applies their
proposed optimization-based policy into a realistic batch-based BDAA. Similarly, the authors [23] addressed
the challenges of allocating resource while guaranteeing SLAs and maximizing providers’ profit. In this paper,
the penalty cost incurred by SLA violations is considered in order to increase providers’ profit. They take into
account SLA metrics such as execution time and deadline of jobs (i.e., urgency) in a combinatorial auction system
and propose a new winner determined algorithm (an optimization-based technique). Experiments proves the
efficacy of their approach on the reduction of the penalty payment incurred by SLA violation and maximization
of providers’ profit.
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Unlike the above works, paper [48] addresses how to optimize the distribution of big data and allocation
of computing resources on mobile Cloud platforms. As such, the authors propose a new network architecture
and algorithms. They discuss an end-to-end thin-thick client collaboration to efficiently distributing data by
transferring large dataset into splits depending on the bandwidth of Internet connection. Also, this paper details
the procedure of selecting suitable algorithms that can efficiently enhance the utilization and allocation of
resources and improve users experience by meeting expected SLA requirements (e.g., minimized VMs quantity,
shortened execution time and budget).
4.4.2 Scheduling-based Scheduling is one of the fundamental techniques in addressing SLA management for
Cloud-hosted BDAAs. Primarily, this technique is based on the above optimization technique where an Non-
determin istic Polynomial-time Hardness (NP-hard) optimization problem has been formulated. Unlike the
optimization-based technique, scheduling takes a further step of allocation works based on optimal solutions.
Depending on different purposes, such allocation works include assigning physical resources (e.g., machines) to
virtualized resources (e.g., VMs), or allocating VMs resources to particular batch or stream processing tasks, or
designating platform resources to various BDAAs in a smart way while respecting SLA requirements.
Scheduling has been widely used for traditional applications or workflows in Cloud computing (CC) envi-

ronment. However, unlike them, distributed data processing technologies such as MapReduce paradigm are
now often utilized by many organizations to deploy their big data analytical applications (BDAAs). Therefore,
scheduling algorithms used for traditional applications or workflows in CC environment cannot be applied
directly to BDAAs in Clouds due to the complexities that data processing frameworks incur and the difference
of resource allocation mechanisms that big data brings. As a result, various SLA-based scheduling mechanism
and algorithms have been proposed, which primarily aims to optimize resource utilization and provides optimal
resource allocation/reallocation solutions for Cloud-hosted BDAAs while meeting multiple SLA requirements.
When addressing SLA management for BDAAs in Clouds, scheduling technique can be applied at different

layers. Hence, it can be classified into three classes, i.e., “scheduling at the BDSaaS layer”, “scheduling at the
BDPaaS layer” and “scheduling at CIaaS layer”.
Scheduling at the BDSaaS layer
Optimally and strategically providing low-level resources to support BDAAs, jobs or workflows while guaran-

teeing agreed SLAs between providers and customers is the fundamental objective for the tasks of scheduling at
BDSaaS layer. Scheduling at this layer has twofold consideration. On the one hand, it should satisfy users’ SLA
requirements and optimize objectives such as complete time, makespan, user capital expenditure, and application
performance from the customers’ perspective. On the other hand, it should efficiently schedule big data platform
resources to the application layer to maximize profit or reduce the carbon cost or energy consumption by Cloud
centers from the providers’ perspective [17].
Verma et al., [124] consider SLA violation concerning the performance of MapReduce-based BDAAs and

propose an automatic framework of resource inference and allocation. According to their proposed framework,
they firstly profiled some common performance features such as soft deadline and then estimate the number of
resources required for completing jobs to meet the deadline. Their proposed algorithm can efficiently schedule
the execution sequence of jobs and determine the resources quantities allocated to these jobs while meeting job
deadlines.

The authors [145] addressed the challenge of resource scheduling to optimize profit of providers. To this end,
they first proposed a scalable and adaptive policy of admission control. Then, they developed a novel algorithm
that can optimally schedule resources according to users’ query requests while guaranteeing SLAs on deadlines
and budgets, and prompt responses with manageable monetary expense.
Scheduling at the BDPaaS layer
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Scheduling at the BDPaaS layer aims at allocating some dependent and independent tasks to VMs in Hadoop
clusters. A valid scheduling algorithm can provide the optimal solution of task distribution over various VMs in a
cluster depending on the requirements of execution time and availability of resources. An optimal distribution
of tasks can minimize the scheduled tasks’ average execution time and maximize the utilization of allocated
resources. As such, the response time of tasks that are to be processed is minimized and resources consumption
is reduced [116].

Wang et al. [128] developed a scheduling algorithm at platform-level for MapReduce-based BDAAs that have
two practical SLA constraints (i.e., budget and deadline) over the heterogeneous Cloud datacenters. They designed
a greedy-based optimization algorithm that can find appropriate VMs from an established pool of different VMs
to minimize the job completion time and monetary cost of executing jobs.

Tian and Chen in [120] took into account the entire processing phrases for MapReduce jobs. In this paper, they
designed a cost model that formulates the correlation between the input data volume, the MapReduce resources
availability, and the Reduce tasks complexity. They performed testing over a limited number of machines to learn
model parameters. The proposed cost model can facilitate to make decisions in terms of the optimal amount of
resources, the minimization of time under particular financial budget and the minimization of monetary cost
under a specific time deadline. Experiments demonstrates that this cost model achieves decent performance and
satisfies SLAs for MapReduce-based BDAAs.
Scheduling at the CIaaS layer
Scheduling at this layer is more relevant with the optimal mapping virtualized resources onto physical resources

in a homogeneous or heterogeneous environment and with the optimal use of the underlying Cloud resources.
Nita et al. [86] discuss the challenge of transferring big data across various Cloud datacenters where the

performance of VMs migration and data transfers are affected. They describe an optimized method that can
transfer large dataset according to the characteristics of network and take into account the SLA constraints such
as minimizing the duration of individual VM migration. They proposed a scheduling policy that consists of two
greedy-based algorithms to transfer large dataset. It manages and maintains an SLA-aware network that impacts
the performance of Cloud. They evaluated the proposed scheduling policy by means of the simulation of SLA
constraints at CIaaS layer.

In order to address the issue of file requests’ tail latency, the authors [119] employed information flow queue
theory to provide an optimal scheduling algorithm for erasure codes-based Cloud storage systems (at CIaaS
layer). They first designed a model based on k-marriage flow queue. They then built a multi-objective based
scheduling strategy to find the optimum depending on SLAs preferences of users. Their solution is featured
by the decentralization of the queue form that outperforms the centralization of queue format in terms of the
elimination of the overhead of block. Their simulated results showed their approach decently improves tail
latency in comparison with the extant approaches of data displacement .
4.4.3 Simulation-based Simulation is also a popular technique used to address SLA management for Cloud-
hosted BDAAs, which allows providers to evaluate a broad spectrum of components such as workload, processing
elements (e.g., MapReduce, storm), data centers, storage, networking, and SLA constraints.

When providers offer their big data analytics service to customers with awareness of relevant SLAs, they can
identify potential issues before introducing them into the operations and focus on service meeting the agreed
SLAs. As they define this service, coarse SLAs can be identified and decomposed to identify more targeted SLAs
that in turn drive qualification of the feasibility of proposed solutions to meet SLA commitments. This can
then be verified through simulation to identify further how other resources are impacted by any shortfall to
inform prioritization in addressing any gaps to guarantee SLAs such as maximizing overall resource utilization
or reducing idle time. Moreover, the simulation technique is used to predict system performance and further to
study SLA impacts in a production environment.

, Vol. 1, No. 1, Article . Publication date: November 2019.

Page 18 of 91Computing Surveys

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

SLA Management for Big Data Analytical Applications in Clouds: A Taxonomy Study • 19

The simulation technique abstracts, models and emulates BDAAs with a wide of components such as workload,
or SLA metrics. In cases where the performance of application does not satisfy pre-specified SLAs, algorithms,
scheduling, or monitoring are adjusted and further optimized, and corrective and proactive measures are adopted
before an issue occurs. Hence, simulation is an essential technique to facilitate SLA management for Cloud-
hosted BDAAs. Also, the real-world Cloud-hosted BDAAs covers a wide array of application domains including
healthcare, social media, energy and so on. Each type of these application is characterized by diverse architecture,
configuration, implementation and deployment requirements. Experimentation in a real environment such as
Amazon EC2 or Microsoft Azure for different BDAAs can be challenging for manifold reasons:

• It is not economical to purchase or lease large-scale datacenter infrastructure that will precisely indicate
realistic deployment of BDAA and allow researchers conducting experiments with changing hardware
resource and dynamic framework configurations, as well as big data diversities in terms of volume, variety
and velocity.

• The experiments are not repeatable, because some variables that are not under the control of the tester
may affect experimental results.

• Much manual configuration effort involved especially in a real large testbed experiment environment that
needs dynamic configurations significantly slows down the performance analysis and makes it almost
impractical. As a consequence, it is remarkably challenging to reproduce the experiments outcomes.

• The experiments on a real large distributed platform are unrealistic to some degree due to a huge cluster
where a considerable of nodes run in different conditions.

In this case, the simulation technique offers significant advantages to SLA management for Cloud-hosted
BDAAs. For example, researchers can conduct controllable and repeatable experiments by means of simulation
technique. Also, it becomes easier to study if SLAs met or breached, and investigate how SLAs is impacted by
various resources configuration from different layers in a simulated testbed as compared to a real experiment.
Simulation technique makes experiments under various configurations of hardware resources easier and provides
insights for practitioners to understand the impact that each design choice is upon to SLA guarantees. They
also improve the possibility that researchers can share their simulation environment, which contributes to
better hypothesis evaluation and results reproducibility. Finally, researchers can instantiate various processing
frameworks of BDAAs and multiple workload scenarios as needed by the virtue of simulation-based technique.
We find that 53 papers among the 109 reviewed papers have applied simulation technique, occupying 49%.

In order to investigate what particular simulation tools used, we further examine these 53 papers and find
interesting results that (i) some papers generally mention that a simulation-based experiment has been conducted
without explicitly stating what particular simulation tool used [12, 37, 38, 51, 53, 70]; (ii) some papers simply
state that they developed their simulation tools by Java programming and keep them as proprietary code
without giving details [90, 119, 136]; (iii) Other papers give specific description regarding simulation tools used
[10, 30, 66, 87, 110, 124, 145]. For the first two cases, we label them as "unknown simulation tools". For the third
case, we further find that three types of simulation tools are often used in the reviewed papers. They are discrete
event simulator (DES) [45, 140], MRPerf [126] and Yarn Scheduler Load Simulator (SLS) [4]. Figure 9 shows the
distribution of these three types of simulation tools.

It is observed that DES is the preferable simulation tool, with a percentage of 30%. Among DES, Cloudsim is the
dominant one (26%) and widely used by researchers in their papers. Lots of authors use Cloudsim to implement
their algorithms to emulate the CC environment or further implement additional logic to mimic the behavior
of the MapReduce model. The second-ranked simulation tool is SLS [43, 87, 109, 110], which can support the
simulation of large Yarn clusters and application loads in an individual machine. It is interesting to find that
two papers use MRPerf [54, 124], a simulator dedicatedly designed for MapReduce jobs to understand how they
perform and study the impact of SLA on various Hadoop configuration settings.
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Fig. 9. Statistics of simulation technique used in the reviewed papers
4.4.4 Monitoring-based Monitoring is also an important technique used to manage SLAs for BDAAs. Generally,
customers rely on SLAs to deliver the promised quality and level of service. Al through it is readily to notice
non-availability or downtime, other types of SLA violation such as performance degradation of VMs and high
error rates of APIs are not always easily detected, which can considerably impact the experience of end users.
Therefore, monitoring is critical to assure the conformance of SLA and produce fundamental audit trail when SLA
violation happens. Moreover, monitoring is essential for providers to guarantee SLA and offer the satisfactory
experience to customers [130].

Monitoring of Cloud-hosted BDAAs involves dynamically tracking SLA metrics related to physical resources
they share, virtualized resources at CIaaS level (i..e, VM, network and storage), big data processing framework
such as Hadoop cluster at BDPaaS level as well as various applications (e.g., smart health, stock recommendation
system) running at BDSaaS level. Monitoring is an essential technique to manage SLAs, assisting providers in (i)
optimizing the operation of their applications and resources; (ii) capturing performance deviation of application
and resources consumed; (iii) monitoring key performance indicators of the applications; (iv) accounting SLA
violations regarding specific SLA metrics.

Andreolini et al. [11] take into account the cost minimization regarding computation and communication
while assuring peak accuracy in detecting pertinent variations of system behavior guaranteed. They developed
an algorithm that can elastically and reliably monitoring big data, which can adapt to update frequencies and
sampling intervals. They used real-time series to perform experiments, which shows that their proposed algorithm
outperforms extant algorithms in terms of reducing monitoring overheads and maintaining data quality.
The authors [108] develop a method that exploits runtime monitoring to guarantee the applications’ perfor-

mance. They implement a monitoring framework, which collects monitoring data at runtime in a realistic Cloud
environment. They then design a performance model that uses data mining techniques to extract from authentic
monitoring data at runtime. This model sheds lights on how to adjust the strategy of provisioning resources
under specified performance-based SLA requirements.

In the context of monitoring stream-based events in a complicated and time-constrained system, the authors
[59] design a framework that can real-time monitor and process large-scale log file streams from various sources.
They applied the central limit theory to verify soft deadlines in a real-time system and used the probabilistic
deadline to ensure SLA satisfied regarding deadline. Flume is used to collect, aggregate, and transfer voluminous
stream-based data from multiple sources to a centralized place where Hadoop HDFS is operated. They extended
a generic monitoring architecture and illustrated how to calculate the likelihood of SLA violation. This solution
is beneficial for a system of real-time monitoring to determine the deadline for SLAs compliance.
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4.4.5 Machine Learning-based Some of reviewed papers use machine learning techniques to study SLA manage-
ment for Cloud-hosted BDAAs from different aspects. Not only is machine learning used to predict the prospective
behavior of resources, but also to detect SLA violations. Machine learning-based technique provides machine
derived intelligence to the task of SLA-driven optimization and configuration dependencies across multiple layers.
It allows continuously learning many complex behaviors and interactions among interrelated objects/entities in
BDAAs scenario and taking the guesswork out of many aspects involved in meeting SLAs more efficiently and
cost-effectively. For example, collecting large data regarding VMs, storage, and network at CIaaS layer, Hadoop
cluster at BDPaaS layer, and applications at BDSaaS layer, then feeding these data to machine learning-based
system, finding the hidden patterns and fixing issues before they might violate SLA guarantee. As long as this
wealth of data is gathered, processed and analyzed, machine learning-based technique can learn what constitutes
normal behaviors, and it is this baseline that gives the system the ability to detect anomalies and find causes
automatically. Thus SLA violation can be avoided. Also, it can simulate and predict the impact of making certain
changes in resources and their allocations, which can be particularly useful for meeting SLA objectives such as
maximizing resource utilization.
Lama et al. [63] developed a Hadoop-based system that can allocate diverse Cloud resources and automate

multiple Hadoop parameters configuration while guaranteeing SLAs requirements such as minimal monetary
cost incurred. It addressed the major issue of providing MapReduce-based BDAAs under different performance
deadlines. Their approach consists of a novel framework including two phrases (machine learning-based offline
phrase and optimization-based online phrase). The offline phrase clusters various Hadoop jobs by using Support
Vector Machine algorithm. The clustering result is then regarded as an input and fed into the subsequent online
phrase. The online phrase exploits optimization-based techniques to assign Cloud resources and automate the
configuration of Hadoop parameters.
The authors [122] address the challenge of optimal resource provisioning for scalable BDAAs. Firstly, they

identified that most of the applications running inside JVMs such as Spark highly demand effective memory
resources. Then, they consider applications that is featured by their SLAs (i.e., relative delay) and apply Random
Forest algorithm to predict their valid memory requirements. The prediction approach can uncover the hidden
behavior of BDAAs’ memory consumption and forecast dynamic prospective memory utilization in distributed
Cloud environments.

4.5 SLA Metrics (In response to RQ4)

In this element, we examine SLA metrics accounted for in the reviewed papers to find out what SLA metrics
have been discussed and how often they are discussed. Table 6 summarizes SLA metrics and describes their
measurements.
Further, Figure 10 present the pictorial representation of the frequency of the above SLA metrics that have

been discussed in the reviewed papers. It is observed that the most studied SLA metrics are performance, deadline,
resource utilization, and cost. This is consistency with our understanding that actors (i.e., Providers, Customers,
and End Users) care more about SLA metrics regarding deadline, cost, performance and resource utilization in
Cloud-hosted BDAAs. The least studied SLA metrics are serviceability, consistency, elasticity, security, capacity,
reliability, and scalability. This is because these SLA metrics have limitations regarding measurability [92]. The
medium level discussed SLA metrics include profit, budget, energy, availability, fault tolerance, and accuracy.
These category of SLA metrics are attracting increasing interest from researchers.

It is also found that the above SLA metrics scatter in the reviewed papers, without an organized and clear
categorization. Therefore, it is necessary to examine SLA metrics for Cloud-hosted BDAAs through the consid-
eration of building a clear categorization scheme while respecting BDAA characteristics, such that providers
and customers will benefit from this categorization scheme when making conventions and engineering SLAs
between them.
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Table 6. SLA metrics and their measurement for BDAAs in Clouds

SLA Metrics Unit of Measure
reliability the number of concurrent failures that are tolerable, MTTF and MTTR and produces the storage system MTTF, number

of successful responses in percentage
energy cost per kWh, power (watts)
capacity the capacity that the Cloud storage system can store. The options range from kilobytes to zettabytes
availability percentage of service uptime or downtime
serviceability period of an outage, duration between consecutive service failures, time to switch over from a failure, time to completely

recover from a service failure
security the ability to detect or tolerate malicious attack
consistency the degree of equality between responses to queries issued by BDAAs
scalability the ability to horizontally increase the storage or processing capacity or throughput, and the ability to addmore resources

(e.g., more processors, memory, bandwidth) to each node to increase capacity or throughput vertically

elasticity the ability to dynamically and rapidly adjust resources to absorb the demand
fault tolerance the percentage of continuing operating properly when failures (e.g., data node of Hadoop is down, Map or Reduce task

fails) occur
accuracy percentage of accurate prediction or analysis
cost monetary cost in terms of VM computing per time unit, electricity prices
profit revenue made per request
budget upper bound on monetary cost (dollars) to complete data processing tasks
deadline upper bound on time (hour) to complete data processing tasks
performance • throughput: MB/sec

• throughput: MB/sec • data freshness
• time pertinent: waiting time/ response time/execution time /job processing time/job completion time

resource utilization • CPU pertinent: MIPS, number of cores regarding CPU or vCPU, CPU utilization etc,.
• memory pertinent: MB/GB, memory utilization etc,.
• storage pertinent: storage size, I/O throughput etc,.
• network pertinent: bandwidth, data transfer time etc,.

request arrival rate request per second, arrival rate factor (user side) etc.,
quantity pertinent • the quantity of working node allocated for batch-based or stream-based processing

• the quantity of replicas • the quantity of required parallel threads
• the quantity of tasks (i.e., Map or Reduce) • the quantity of jobs
• the quantity of disks • input data size
• the quantity of data blocks • the quantity of VMs

Fig. 10. Frequency of SLA metrics in the reviewed paper
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4.6 Conceptualization (In response to RQ5)

4.6.1 Conceputal SLA Model In Cloud computing (CC) environment, designing conceptual SLA models or
frameworks are often discussed. Alhamad et al. [7] proposed a conceptual SLA framework for CC environment.
They consider four types of Cloud service (i.e., IaaS, PaaS, SaaS, storage as a service). For each different SLA, they
present the fundamental parameters that are needed to establish a steady form of negotiation and conversation
between customers and providers. Based on the above work, the authors [106] developed a new conceptual
SLA model in CC environment called SLA as a Service (SLAaaS). SLAaaS can systematically and transparently
integrate service levels and SLAs into Cloud. It considers the quality of service levels and SLA as the most superior
elements in Cloud services.
Also, Labidi et al. [62] proposed a generic and semantic-rich model that is based on ontology theory in their

paper. They developed a prototype to validate their proposed model. Through this prototype, the evaluation and
triggered guarantee actions of SLAs can be automatically achieved during their monitoring process.
Moreover, in order to seek an optimal trade-off between revenues and costs while meeting SLA constraints,

the authors [64] designed a service-based model that consolidates the major characteristics and SLA objectives of
Cloud services. Although this model is generic and abstract, it is beneficial to derive a universal and automatic
manager with the capability of managing any Cloud service, no matter what the layer.
In addition, the authors [26] proposed a formal model to describe SLA contents in CC environment and

design autonomic mechanism of predicting SLA violation. Their proposed SLA model is devoted to formalizing
a capability to manage SLAs violation detections for Cloud services. The proposed approach concerns the
representation of information from both the SLAs and Cloud logs in a specific format.
All the above-mentioned works are confined to common Cloud service without specific consideration of

BDAAs. To the best of our understanding, the conceptualization of SLA model dedicated to Cloud-hosted BDAAs
is rare. The next section will proposes a new conceptual SLA model.

5 A New Model and Categorization Scheme of SLA Metrics

In this section, we design a conceptual SLA model dedicated for Cloud-hosted BDAAs. We further elaborate
on this model to propose a multi-dimensional categorization scheme of SLA metrics for BDAAs in Clouds.

5.1 Cross-layer SLA Model for Cloud-hosted BDAAs

5.1.1 Design Principle and Requirements According to the layered architecture of Cloud-hosted BDAAs in Figure
1 of Appendix A, it is easy to figure out that each layer has two kinds of requirements that are crucial to service
composition, which are functional and non functional requirements (FRs and NFRs). These requirements clearly
define what the service provider should meet and provide to customers. The categorization of requirements for
layer-based BDAAs in Clouds is shown in Figure 11.
On the one hand, the focus of FRs is on the functionality of the composed service. For instance, a sentiment

analysis service from customer reviews using Amazon Comprehend detects sentiments in the text and extracts
information about users’ sentiment polarity (Positive, Negative, Neutral or Mixed) [32]. One of FRs in this case
is that a sentiment analysis accuracy lower than 80% will never be purchased. A user requests FRs at the top
layer (i.e., BDSaaS) and these requirements will be drilled down to the bottom layer (i.e., CIaaS), which provides
concrete, scalable and on-demand Cloud resources. In other words, upper layer demands resources from a lower
layer while a lower layer supplies resources to an upper layer. Thereby, each service in a layer is featured by
unified interfaces by which Cloud-hosted BDAAs invoke possible functions. For example, Amazon EC2 acts as
basic Cloud infrastructure and provides a functional interface that supplies its client (i.e., BDPaaS) with computing
instances, to install and run software on these instances. By demanding scalable Cloud resources from Amazon
EC2, Amazon EMR located at BDPaaS layer can supply its client (i.e., BDSaaS) a fully managed Hadoop cluster
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Fig. 11. Categorization of requirements for layer-based BDAAs in Clouds
in minutes, and then Amazon Comprehend uses advanced techniques such as machine learning and natural
language processing to predict sentiments as much accurate as it can. As a result, FRs specified by users could be
met.
On the other hand, NFRs are concerned with SLA metrics, An instance of a NFR for the above Amazon

Comprehend sentiment analysis service is that the service response time to a user should be no more than 5
seconds. NFRs are encapsulated and incorporated into SLAs, where multiple metrics are considered such as
maximum data transfer ratio, maximum availability, and minimum network latency. NFRs are important to big
data analytics service composition and are often formally expressed in SLAs as part of contracts agreed between
providers and customers. Even though FRs are met, unsatisfied NFRs such as slow or unreliable service may still
not be adopted for BDAaaS.

In addition to functional and non-functional requirements, the dependency relationships between SLAs across
different layers of BDAAs is another critical aspect in designing SLA model for the applications. A sole layer
is impossible or struggles to provide either FRs or NFRs, thus it is bound to compromise service quality for
customers. Having all layers work jointly, the agreed service quality can be guaranteed in the end. Accordingly,
we need a novel SLA model for Cloud-hosted BDAAs that should meet the following essential design principles:

• Allowing the definition of both functional and non-functional interfaces that expose SLAs by layer for big
data analytics service.

• Representing a seamless integration between SLAs and BDAaaS across layers.
• Considering SLAs for Cloud-hosted BDAAs in a unified and structured way.
• Reflecting strong dependency relationships between those SLAs.
• Possessing an universal applicability regardless of BDAAs.

5.1.2 Proposed Cross-layer SLA Model for Cloud-hosted BDAAs Keeping the aforementioned design principles in
mind, we propose a novel cross-layer SLA model for Cloud-hosted BDAAs (named CL-SLAMfBDAAs) shown in
Figure 12. As shown in this figure, there are four interacting actors located at different layers. They are end users
(e.g., Business Users, Subject Matter Expertise, Data Scientist or Data Analyst), BDSaaS provider (e.g., Salesforce
or BrandsEye), BDPaaS provider (e.g., Google Cloud Dataflow, Amazon EMR or Microsoft Azure HDInsight),
and CIaaS provider (e.g., Google Compute Engine, Amazon EC2 or HP Cloud). These actors are involved in a
set of activities, for instance, negotiating, clarifying and specifying FRs and NFRs, and formulating NFRs into
agreed SLAs in each layer. Moreover, it is observed from this figure that SLAs are dedicatedly divided into three
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Fig. 12. Cross-layer SLA model for Cloud-hosted BDAAs
categories including application-level SLAs (aSLA), platform-level SLAs (pSLA) and Cloud infrastructure-level
SLAs (cSLA).

Furthermore, there are strong bonds between the upper layer and the corresponding lower layer of SLAs. From
the perspective of FRs, the actor at each layer has a bidirectional relationship with its neighbor’s layers either by
demanding or supplying behavior. In other words, the upper-layer actor demands or requests resources from the
lower-layer actor while lower-layer actor supplies the resources requested to upper-layer actor. From another
perspective, a two-way relationship is existed, where SLAs at each layer either constrain or support SLAs in
its adjacent layers. Concretely, an end user requests FRs along with NFRs through the interface with BDSaaS
provider. The NFRs will be negotiated and defined into aSLAs between them. Then, an aSLA will be interpreted
and formulated into a set of pSLAs. After that, a pSLA will be transformed into a set of cSLAs. From topmost to
bottom, the upper-layer SLA sets the constraints into its lower-layer SLA and decides how well the lower-layer
SLA must work to meet service-level objectives in the end. In turn, the low-layer SLA works hard to support
its upper-layer SLA. For instance, if the availability in aSLA is 99% (a 99% availability at this layer means that
users will be able to access the application at least 99% of the time), then, the availability in pSLA must be hover
somewhere between 99% and 99.99%, and the availability in cSLA must be higher than the availability in pSLA.
In the absence of meeting this, it might fail to guarantee SLA constraints.
In terms of SLA metrics, cSLA metrics such as VMs quantity, CPU and memory resources utilization, or the

availability of VMs affects the pSLA metrics such as the quantity of map and reduce nodes in Hadoop platform
(Data Processing Framework at BDPaaS layer) or the other pSLA metrics such as the quantity of data nodes,
transfer rate, and replication factors of NoSQL database service (Data Storage Framework at BDPaaS layer).
Certainly, this at last affects aSLA metrics such as capital cost, availability and reliability of the applications.
This exemplifies the strong cross-layer SLA dependency relationship. To guarantee the final SLA to customers,
BDSaaS provider should guarantee aSLAs by interweaving pSLAs and cSLAs.
Finally, our proposed CL-SLAMfBDAAs model presents a unified and structured scheme to describe and

interpret SLAs for Cloud-hosted BDAAs. In this novel model, SLAs are exposed and linked in a vertical motion,
which is orthogonal to the layers and may apply to any of them. Based on this model, users know what different
types of SLAs with various attributes exist and how they work collaboratively across layers to ensure the delivery
of SLA guarantee. This model meets all the aforementioned design principles and requirements. It is further
elaborated to propose a new categorization scheme of SLA metrics for Cloud-hosted BDAAs.
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Fig. 13. Categorization scheme of SLA metrics for BDAAs in Clouds
5.2 Multi-dimensional Categorization Scheme of SLA Metrics for Cloud-hosted BDAAs

The typical SLA metrics at CIaaS layer that customers expect are the number of VMs, memory size, CPU
usage, hard disk utilization, memory usage, additional network parameters and so on. While at BDPaaS layer, the
example of SLA metrics include throughput, response time, and availability. For instance, in the case of a Hadoop
cluster (at BDPaaS layer), we have metrics such as execution time, job turnaround and makespan in terms of
MapReduce tasks [52]. At BDSaaS level, a particular SLA metric is highly determined by the genre of BDAA.
For example, the rate and quality of data transfer are important for any video streaming-oriented BDAA, while
latency of processing and network generally interests a batch-based BDAA. It is worth to note that SLAs at each
layer might have an endless variety of metrics depending on different components and the nature of applications.
Figure 13 shows our proposed extensible and multi-dimensional categorization scheme of SLA metrics for

Cloud-hosted BDAAs. This schema not only defines the most commonly used metrics for each type of SLA (i.e.
aSLA, pSLA and cSLA), but also presents niche SLA metrics to be consistent with different components at each
layer.
5.2.1 aSLA Metrics There are lots of different types of BDAAs across a wide range of industries. For instance,
topic detection and tracking applications, large-scale log analysis applications and business intelligence. Due
to their wide variations, listing all SLA metrics at this level is impracticable. Hence, we select some typical
Cloud-hosted BDAAs and present common aSLA metrics for them as shown in Table 7. To embody the unique
features of these BDAAs, we provide niche aSLA metrics for them in Table 8.
5.2.2 pSLA Metrics There are four main components/frameworks at BDPaaS layer (i.e., data ingestion, storage,
processing and analysis). Selection of the specific software or tool as an instantiation of the aforementioned
different frameworks is based on many aspects such as flexibility, control and ease of use. Considering the
differential nature and role-playing, each framework at BDPaaS layer has different pSLA metrics. Table 9 lists
some common pSLA metrics, while some niche pSLA metrics for each framework are given in Table 10.
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5.2.3 cSLA Metrics Companies like Microsoft, Google and Amazon offer infrastructure as a service. With this
diverse range of Cloud infrastructures, most customers are perplexed to choose which SLA metrics should be
defined and specified as the hardware section of cSLAs. To clear away this confusion, we give the most common
and niche SLA metrics that interest customers when using Cloud resources in Table 11 and Table 12 respectively.
To better understand SLAs across different layers of BDAA, we present a SLAs template using a real Cloud-

hosted BDAA in Appendix B.

6 Open Issues and Future Trends

In this paper, we performed a taxonomic study on SLA-specific management for big data analytical applications
(BDAAs) in Clouds. Particularly, we addressed the most pertinent survey questions in this field.

The taxonomy-based study suggested that (i) The BDSaaS and CIaaS layers have received much less interests
from researchers in comparison with the BDPaaS layer. Hence, one of future trends could be paying more attention
to the former two layers. Taking BDSaaS layer as an example, future researchers could investigate how to manage
SLAs by using more domain-specific BDAAs such as healthcare, banking, and smart city; (ii) In terms of BDPaaS
layer, researchers put less attention to data storage (e.g., NoSQL) compared to data processing (e.g., Hadoop).
Since NoSQL attracted significant interest in recent years and also play an important role in Cloud-hosted BDAAs.
Hence, future work could study NoSQL-specific SLA management in Clouds; (iii) Considering data processing
technologies (batch or stream), the minority of papers discuss SLA management for stream-based applications
compared to batch-based applications. Since stream processing has recently received increasing attention because
of technological innovations which have facilitated the creation, maintenance, and processing of massive data
with lower latency and better resilience. Therefore, future trend could particularly focus on SLA management for
stream-based BDAAs; (iv) Techniques such as constraint programming, auto-scaling, error handling and so on
received less attentions by extant researchers compared with optimization, scheduling, simulation, monitoring
and machine learning techniques, which points out another possible future work.
As a conclusion, we explored the current research state in the field of SLA management for Cloud-hosted

BDAAs and provided some future works. Provisionally, future researchers would take advantage of the ideas
from this taxonomy-based survey as an entry point to address some gaps and most importantly enhance the
maturity of the research field on SLA management for Cloud-hosted BDAAs.

Table 7. Common aSLA metrics

aSLA Metrics Description
availability The uptime of BDAA for end users in a specific time frame

financial cost The total financial cost of using BDAA
respone time Time to complete and receive the analysis result

usability The degree to be easily used by end users through built-in interfaces
deadline The total time of executing a BDAA and returning final results to its end user
reliability The ability to maintain operational status in the majority of cases
integration The degree of simplicity for integrating with applications and services require data from BDAA
capacity The capacity the BDAA can provision
scalability The ability to scale when expanding large volume of data or vast number of users
customizability The flexibility to use with diverse kinds of users
pay-per-use billing The ability to charge based on the usage of resources or duration
security The degree to be exempt from malicious attack incurred by the network, software, tools, process or

human, which results in significant damage or loss
energy efficiency The degree of overall energy consumption on a per unit level (e.g., per capita, per customer, per hour)
the ratio of the admitted workloads The proportion between the permitted workloads quantity and the submitted workloads quantity by

end users
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Table 8. Niche aSLA Metrics by different types of BDAAs

BDAA aSLA Metrics Description
Topic detection and tracking
application [21, 127]

• event detection delay
• input throughput
• output throughput

• the delay of detecting events such as earthquake, football
matches

• the number of input events that are processed during a period
• the number of derived events that are produced during a pe-

riod
Big data-based traffic conges-
tion detection system [? ]

• alert sending delay • the delay of sending alerts of existing traffics

Large-scale ingestion of ana-
lytics events and logs applica-
tion [6]

• log integrity
• alert sending speed

• the percentage of logs that can be seen
• the number of alerts sent per second

Business intelligence on big
data [20]

• the delay of decision making
process

• the delay of a decision that is made based on business intelli-
gence

Social network driven stock
recommendation system [98,
143]

• data analysis delay • the delay of completing stock analysis based on social network
data

SLA based healthcare big data
analysis and computing in
Cloud network [100]

• disease prediction accuracy • the degree to accurately forecast patients’ prospective disease
condition

Google smart inventory man-
agement system [2]

• inventory accuracy • the degree to grasp accurate information regarding inventory
and product at any time

Table 9. Common pSLA metrics

pSLA Metrics Description
availability The uptime of each framework in BDPaaS in a specific time

integration The abilities to integrate with other frameworks and platforms
capacity The capacity the BD platform can provision

scalability The abilities to expand platform-level resources as requests or workloads increase

pay-per-user billing The ability of the charging based on which framework or time of utilization
energy efficiency The degree of energy consumption on a per unit level (e.g., per capita, per customer, per hour) for

each framework

security The degree to be free from malicious attack incurred by software or tools in each framework at
BDPaaS layer, which brings damage or loss

fault tolerance The ability to maintain an appropriate operational status even in the case of failures within its com-
ponents
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Table 10. Niche pSLA metrics by the different framework at BDPaaS layer

Framework Sub Category pSLA Metrics

Data Ingestion
Batch-based • data size • the number of chunks • chunk size • throughput

• the number of data format supported
Stream-based • data size • data arrival rate • latency • the number of data format supported

Data Storage

Distributed File Systems
(HDFS)

• transfer rate (read, write) • latency (read, write, update)
• the number of data nodes • replication number
• the overall size of input data • the size of split data • network throughput

NoSQL • transfer rate (read, write) • latency (read, write, update)
• the quantity of data nodes • replication factors • queries speed
• transaction response time • data freshness

RDBMS • queries speed • query throughout • the number of connections
• buffer pool usage • transfer rate (read, write)
• latency (read, write, update) • replication factors • batch requests/sec
• disk read I/O per sec • disk write I/O per sec

Data Processing

Batch-based • the number of map tasks • the number of reduce tasks
• the number of unhealthy nodes • the number of active nodes
• the number of instances
• upper bound on the time finishing the data processing task
• block size • job turnaround • maximum allowed completion time

Stream-based • response time to streaming data • stream processing latency
• peak system resource usage • system start-up time
• Jitter (the variance of processing times)

Data Analysis

Statistics-based how good is the statistical method (error rate, sensitivity, validity)
Machine learning-based • how good is the machine learning model (precision, recall, accuracy, sensitiv-

ity, specificity)
• model training time • model training speed
• the size of the machine learning model
• average response speed for individual prediction requests
• number of algorithms supported for data analysis

Table 11. Common cSLA metrics

cSLA Metrics Description
availability the uptime of Cloud infrastructure in specific time
capacity The capacity that the Cloud infrastructure can provision
scalability The ability to expand infrastructure-level resources (e.g., VMs) requested from BDPaaS level

pay as you go billing The ability to charge based on time of utilization of VMs or storages
energy efficiency The degree of energy consumption for data centers

security the degree to be exempt from malicious attack incurred by Cloud infrastructure, which causes damage or loss

Table 12. Niche cSLA metrics by different components at CIaaS layer

Component cSLA Metrics
Computing resources • response time • CPU utilization • memory utilization

• system load • scale up time • number of VMs
• number of cores per CPU • memory size
• duration of individual VM migration

Storage resources • number of units of data storage • storage size
• privacy • backup • hard disk utilization
• I/O speed (bytes per second) • failure frequency
• maximum downtime

Network resources • network throughout • network bandwidth • network latency
• accessibility to the Internet across the firewall
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1 Introduction

Recent years have witnessed the booming of BDAAs in Clouds [1, 2, 13, 19, 89, 135, 143]. For example, Google
utilizes Google BigQuery [5] to offer inventory management system [2], an abundant, highly scalable, low cost and
pay-as-you-go Cloud-hosted BDAA to make inventory management productive and efficient. Amazon provides
natural language processing-based BDAA in Cloud that identifies the language of voluminous texts, extracts
vital entities such as people, organizations, locations or events, and analyze sentiments in texts using Amazon
Comprehend [1]. Salesforce builds their social media monitoring service in their marketing Cloud [3] that can
collect social media data in close to real-time and run in it through their underpinning big data technologies and
algorithms to produce insights such as near-instant feedback on the effectiveness of new marketing campaigns
or alerts about emerging problems with products. These applications offer organizations the capabilities of
constructing valuable information and extracting actionable insight for enhancing the evidence-based decision-
making process. Many leading providers such as Google and Amazon provision such analytics capabilities in the
form of service to customers in a pay-per-use economic model.
In today’s competitive world, the potential business values of these applications depend a lot on the quality

of service (QoS) offered by providers. Hence, to gain competitive advantages, providers should focus on the
needs of their customers and respond proactively to their marketing strategies, not only to build and raise
customers awareness of their services but also meet customers’ best expectations for service quality. That is
to say, providers must provide the required and promised services to their customers, and these services must
achieve the requirements of users (ex. availability, elasticity and scalability).

Given these circumstances, it is very important and necessary for efficient methods to manage and guarantee
the QoS promised. Service Level Agreement (SLA) represents a formal contract among service providers and
customers, which captures agreements in the sense of QoS. SLAs play an integral role in governing the relationships
between providers and customers in the context of Cloud-hosted BDAAs. Furthermore, SLAs can be considered
as a strong differentiator, which allows service providers to provide various levels of guarantees for services
offered to customers as well as to distinguish itself from competitors. Therefore, it has become a critical task to
manage the SLAs thus a high QoS of Cloud-hosted BDAAs may then be guaranteed.
Existing surveys focus on SLAs management in grid computing (for Sim [115], Sim [114] and Wieder et al.

[132]) or Cloud computing (for Mohamadi et al. [81], Faniyi et al. [33], Hussain et al. [49] and Whaiduzzaman
et al. [131]). Internet of Things (IoT) emerges with the recent advancements in computing. Mubeen et al. [82]
investigated the existing work on SLAs management for IoT-based applications in Clouds. To the best of our
knowledge, there exists only one preliminary review with a simple taxonomy of SLA management for Cloud
computing and Cloud-based BDAAs [99], and it does not suffice in any in-depth understanding of managing
SLAs or the trends for future research in this area. SLA-specific management for BDAAs in Clouds has largely
been ignored.

To bridge gap in this field and spot out the trends for future work, this study performs a systematic literature
review (SLR) of the state-of-the-art of SLA-specific management for Cloud-hosted BDAAs. The review mainly
concerns the requirements and characteristics across Cloud computing stacks. In particular, a taxonomy-based
study is emphasized for the following reasons:

• The existing works on SLA management for Cloud-hosted BDAAs manifest a wide range of thematic
perspectives (e.g., techniques used, Cloud models deployed, and layers considered). Further, in each different
perspective, various subcategories have been discussed. Take the technique perspective as an example,
researchers proposed multiple techniques to address SLA management for Cloud-hosted BDAAs (e.g.,
simulation andmachine learning). It is important to form a hierarchy of these categories for a comprehensive
understanding.
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• Taxonomy is a scientific tool that is able to provide a global and universal categorization addressing the
above needs and continues effectively to accommodate new knowledge when applicable. A well-developed
taxonomy of SLA management for Cloud-hosted BDAAs aims to support researchers and practitioners
from academia and industry by organizing SLA-specific management concepts and terminologies for
Cloud-hosted BDAAs. It provides researchers with a scientific tool to focus on all the aspects bridging
research gaps.

• There exists no taxonomy enabling an extensive review of SLA management for Cloud-hosted BDAAs. This
is evidenced from the aforementioned brief of existing survey works (more details can be seen in section 2).
This study formulates a taxonomy categorize the existing research works from multiple perspectives and
then to enable readers a better understanding of the state-of-the-art.

This paper aims not only to present researchers an outlook on SLA-specific management for BDAAs in Clouds,
but also to give new insights through a global thematic taxonomy in this research area. The main contributions
of this survey include:

• A systematic literature review of SLA Management for Cloud-hosted BDAAs with build-up thematic
taxonomy covering six core dimensions including actors, Service layers, techniques, Cloud service and
deployment models, SLA metrics and conceptualization;

• A unified SLA model for Cloud-hosted BDAAs from a layer-based perspective to link different types of
SLAs in a vertical motion;

• A multi-dimensional categorization scheme regarding SLA metrics dedicated for Cloud-hosted BDAAs,
which allows systematically categorization of both common metrics and niche metrics for each layer with
respect to requirements of BDDAs; An SLA template is provided for a representative Cloud-hosted BDAA
to aid understanding SLAs conversation across its different layers.

• Identification of open issues and future directions of Cloud-hosted BDAA based on the systematic literature
review.

The rest of this paper is organized as follows. Section 2 discusses the related works and our motivations to
construct a taxonomy-based survey. In Section 3 discusses how the SLR applies to the research field of SLA
management for Cloud-hosted BDAAs and proposes a novel thematic taxonomy. Section 4 presents the details of
the review results and discusses the findings according to the taxonomy. Section 5 presents a dedicated conceptual
SLA model and proposes a multi-dimensional categorization scheme of SLA metrics for BDAAs in Clouds and
give an illustrative example of SLAs template for a real Cloud-hosted BDAA. We conclude the paper with open
issues and future directions in Section 6.

2 Related Work

To figure-out the considerable difference between our survey and the previous studies in the literature, we
present in this section the related research works that have been done by others and highlight their limitations.
A few previous studies focused on the literature review of SLA management in the context of Cloud en-

vironment. Mohamadi et al. [81] conducted a very preliminary review of SLA management approaches and
compared them with respect to improved parameters, implementation/simulation and its environment, and
workload/application. Faniyi et al. [33] surveyed the research landscape of SLA-based Cloud systematically with
the focus on specific phase of SLA life cycle (i.e. resource allocation phase) and outlining consequences on the
others. From Cloud service provider perspective with small to medium-sized enterprise level. Hussain et al. [49]
presented a comprehensive overview of existing approaches of SLA management in Clouds and highlighted the
features and limitations of these approaches to tackle the issue of creating a viable SLAs in Cloud computing
from the viewpoint of service provider’s. While from another perspective, Whaiduzzaman et al. [131] focused on
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SLA-based service provisioning techniques and methods that assist in evaluating Cloud services provisioned
with regards to user-specific requirements and cost.

With the recent advancements in computing, internet of thing (IoT) has been introduced as an emerging and
promising technology. Thus, Saad Mubeen et al. [82] conducted a survey to investigate the existing research on
SLAs management for IoT-based applications in Clouds. This survey used a systematic mapping study for the
purpose of identifying the results of the published research works that are related to SLA management in IoT
context.
Existing surveys either focus on SLA management in Cloud environment or IoT environment, which are not

specific and sufficient for SLA management in the context of Cloud-hosted BDAAs. To the best of our knowledge,
there is only one research work has been done on SLA management for BDAAs in Clouds. Sahal et al. [99]
conducted a preliminary survey and divided SLA management into two types, which are SLA management for
Cloud computing and SLA management for Cloud-hosted BDAAs. Regarding to latter type, SLA management
approaches are categorized into two groups comprising MapReduce scheduler and Cloud Layer, which we argue
that this categorization is oversimplified and fails to give a holistic landscape towards SLA management for
BDAAs in Clouds.

From the above existing research works, it is clearly seen that a taxonomy-based survey on SLA management
for Cloud-hosted BDAAs is in its infancy. Therefore, we conduct a taxonomic survey in this field by using a
systematic literature review (SLR) method to fill this research gap. Our work differentiate existing research works
in multiple dimensions: (i) we propose a novel thematic taxonomy that covers six core dimensions including
actors, Service layers, techniques, Cloud service and deployment models, SLA metrics and conceptualization;
(ii) we design a cross-layer SLA model for Cloud-hosted BDAAs (CL-SLAfBDAAs) to provide a unified and
structured way to understand SLAs at different layers with different attributes and their strong dependencies
relationship. (iii) we propose a general categorization scheme of SLA metrics consisting of common metrics and
niche metrics for each different layer of SLA, which fully embodies the characteristics of Cloud-hosted BDAAs;
(iv) we elaborate our proposed model and SLA metrics categorization by giving an example of SLA template for a
real Cloud-hosted BDAA. Our work not only provides a comprehensive review of the state-of-the-art landscape,
but also finds insights into understanding the research themes/patterns in this field.

3 Systematic Literature Review Of SLA Management in Cloud-Hosted BDAAs

The field of SLA management is broad. It involves several phases that depicted into SLA life cycle [33] [49]
to clarify expectations and responsibilities, and streamline communications among the parities involved in the
agreement. In [33], five phases of the SLA life cycle are described. The first phase is SLA negotiation to define
and agree on given service terms and levels. The second phase is SLA establishment/deployment to implement
and deliver the service in accordance to the agreed SLA. The third phase is to SLA monitoring to observe and
monitor the service after being deployed and under its execution. The fourth phase is violation management to
detect and manage SLA violations. The fifth phase is SLA reporting and termination to provide detailed reports
for audit activities that happened during service provisioning, and provide a method to terminate the service at
the end of SLA agreement or in case of violations as defined in the agreed SLA. From the aforementioned SLA
life cycle and after studying the characteristics of Cloud-based BDAAs, we identify the following requirements
for adopting SLA management for Cloud-based BDAAs:

• Cloud provider and customer responsibilities. In SLA management, different parities are involved. Thus,
each party role, obligation and penalty in the context of Cloud-based BDAAs should be stated.

• SLA description and commitments. During the establishment of agreement, the service terms and levels,
and QoS commitments are defined. This includes SLA metrics that will be specified and monitored to
ensure that SLA agreement is respected.

, Vol. 1, No. 1, Article . Publication date: November 2019.

Page 39 of 91 Computing Surveys

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

SLA Management for Big Data Analytical Applications in Clouds: A Taxonomy Study • 5

Fig. 1. Systematic literature methodology applied on the survey of SLA management for Cloud-hosted BDAAs
• SLA enforcement. During the deployment of BDAAs in Cloud, different models of Cloud infrastructure and
different layers should be considered since the measures and requirements of QoS defined in SLAs differ
With each model and layer.

• SLA monitoring and management. After the agreed SLA parameters and metrices are defined, different
approaches and techniques to be taken to meet SLA and service providers’ procedures to be invoked in the
event that SLA guarantees are not fulfilled. Also, policies for applying compensation and penalty are taken
place in case of un-fulfilment of SLA terms.

To meet the above requirements, we deliberately intended to cover multiple categories and subcategories
in order to acquire a comprehensive understanding of SLA management for Cloud-based BDAAs. To achieve
that, we need a a taxonomy-based study by leveraging systematic literature review (SLR) method that provides
rigorous way of reviewing the landscape towards SLA-specific management for BDAAs in Cloud to develop
comprehensive taxonomy as a key result of this survey work. Our study in this paper uses a SLR methodology
proposed by Kitchenham et al. [58] that is an objective, transparent and reproducible methodological method of
reviewing extant literature to answer and deduce particular research question(s) in such a way that is unprejudiced.
Specifically, our SLR consists of three main phrases as shown in Figure 1.
The first phase is planning for review, where we define our research questions that will be considered and

tackled in this study and determine the strategy of search being used for primary studies with lists of inclusion
and exclusion criteria. After the executing search query on the selected database sources, the relevant papers
obtained will be input for the next phase. The second phase is about conducting the review by applying the
selection mechanism including primary selection (exclusion and inclusion criteria) on the obtained papers to get
all relevant papers, and the secondary selection for performing a further evaluation for each remaining paper to
get the most relevant papers. In the final phase, we further analyze the remaining papers to report a thematic
taxonomy of SLA management for BDAAs in Clouds and review these papers based on this taxonomy.

, Vol. 1, No. 1, Article . Publication date: November 2019.

Page 40 of 91Computing Surveys

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

6 • Zeng and Garg et al.

Table 1. Academic database sources

Source URL
IEEE Explore Digital Library http://ieeexplore.ieee.org
ACM Digital Library http://portal.acm.org
Springer http://springerlink.com
Science Direct http://sciencedirect.com
Web of Science http://webofknowledge.com
Google Scholar http://scholar.google.com

3.1 ResearchQuestions

This study aimed to portray the research landscape in SLA management for BDAAs in Clouds by addressing
the following research questions:

• RQ1: What are the actors involved in making conversations and engineering SLAs in the context of
Cloud-hosted BDAAs?

• RQ2: What is the status of addressing SLA management for Cloud-hosted BDAAs from different service
layers (i.e. BDSaaS, BDPaaS and CIaaS) and Cloud deployment models (i.e. private, public, hybrid and
community Cloud)?

• RQ3:What are the techniques applied to address SLA management for Cloud-hosted BDAAs?
• RQ4: What SLA metrics are of interest to stakeholders and being discussed in the context of Cloud-hosted
BDAAs?

• RQ5: To what extent the SLA model for Cloud-hosted BDAAs is conceptualized?

3.2 Search and Selection Strategy for Primary Studies

3.2.1 Selection of Academic Databases and Search String To search for research publications in the areas of
computer science, there are well-known databases that are being used as primary sources for these publications
[58]. For our study, the academic databases selected are shown in Table 1. These databases provide advanced
search options with a set of Boolean functions to make concise search based on certain fields such as abstract,
title and keywords, which return the most relevant results in comparison to search all fields.

We then construct our search string that will be executed over the aforementioned databases to search relevant
publications. To provide comprehensive coverage of the relevant research works in the literature and state-of-
the-art studies, we need to select keywords carefully. Thus, we consider the terms "service level agreement",
"Quality of Service", "big data" , "big data analytics", "big data analysis" and "big data analytics application" as
the primary keywords along with a range of related abbreviations, plural or synonyms, namely "service level
agreements", "service-level agreements", "SLA", "SLAs", "SLM", "SLA management", "QoS", "BDA" and "BDAA".
Since a typical BDAA comprises data ingestion, data storage, data processing and data analysis framework, we
also consider "MapReduce", "batch processing", "batch computing", "stream processing", "stream computing", "data
ingestion" and "NoSQL" as additional keywords. To join the primary keywords and the additional keywords with
their synonyms in the search string, Boolean functions (AND and OR) are used. Moreover, to make sure that our
search string returns as many relevant studies as possible in the selected databases, we conduct several tests. As
a result, we select the following search string:

(("service level agreement" OR "service-level agreement" OR "SLA") OR ("service level agreements" OR "SLAs")
OR ("SLA management") OR ("service level management" OR "SLM") OR ("SLA conformance") OR ("quality of
service" OR "QoS")) AND (("big data") OR ("big data analytics") OR ("big data analysis") OR ("big data analytical
application" OR "BDAA") OR ("big data analytical applications" OR "BDAAs") OR ("big data analytics " OR
"BDA") OR "MapReduce" OR ("batch processing") OR ("batch computing") OR ("stream processing") OR ("stream
computing") OR "NoSQL" OR "ingestion"))
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Table 2. List of Inclusion Criteria
Criterion Description
The type of study is peer-reviewed We chose peer-reviewed publications including conference/workshop and jour-

nal papers, and peer-reviewed book chapters.
The writing language for the study is English We restrain the language to English because some databases such as Springer

returns publications in another language like German
The publication year for the study is published from 2010 to
2018

We search all publications in accordance to our search string that have been
published in the databases between 2010 and 2018.

Table 3. List of Exclusion Criteria
Criterion Description
The focus of study is not SLA management We consider the publications in the field of SLA management for Cloud-hosted

BDAAs.
Abstracts and publications that are not pass through referee-
ing process

We exclude the study with only abstract, not in the form of full paper and is not
peer reviewed.

Duplicate publication We remove duplication for the same study found in different databases

3.2.2 Search Criteria and Selection Mechanism To evaluate the publications that will be obtained after applying
the search string in next phase, we need to define the search criteria that being applied. Table 2 and Table 3 show
inclusion and exclusion criteria that are performed in our SLR.
After executing the search string and applying inclusion and exclusion criteria on the obtained relevant

publications in the field of SLA management for Cloud-hosted BDAAs, we get the initial result of 1098 papers.
Then, we conduct the stringent selection (secondary selection) on them based their titles, abstracts and contents
using the following rule. We strictly select publications that consider SLA management specifically in the
context of BDAAs in Clouds and exclude those publications that only discuss SLAs in general Cloud computing
environment. This is because, our focus in this paper is given to the evolutionary stage of SLAs for Cloud-hosted
BDAAs rather than the evolutionary stage of SLAs for Cloud Computing. Moreover, SLA management in Cloud
Computing is a well-explored area with lots of papers. However, SLA management for Cloud-hosted BDAAs is
still a young research area, which demands more necessity and urgencies study on. At the end of this phase, we
get 109 papers that will be systematically reviewed in this study.

3.3 Data Extraction and Synthesis

The quality assessment strategy used in this study is subjective analysis, where we evaluated the collected
papers from primary studies to assess their relevance to the landscape of the survey. From this analysis, the
thematic taxonomy of SLA management for BDAAs in Clouds has been emerged (see Figure 2). The following
are the detailed descriptions for the proposed taxonomy elements:

• Actors − This element considers the different actors (service providers, consumers and Cloud end users)
involved in Cloud-hosted BDAAs. Service providers provide the consumers resources that can be provisioned
and metered on demand including big data platform resources and Cloud infrastructure. In particular,
it could further classified into BDSaaS, BDPaaS and CIaaS providers. These providers care more about
the efficient resource utilization, energy efficiency, profit maximization, cost reduction, and performance
enhancement. The service consumers are those actors that utilize services offered by service providers and
are liable for their resource consumption’s, where they are more concerned about the budget, pricing, and
customer satisfaction. The Cloud end users (or for short end users) are those actors that use the applications
or services offered by service customers. They are more interested in QoS and SLA constraints such as
service quality, performance and response time.

• Service Layers − This element examines SLA management from various levels of abstraction including
CIaaS, BDPaaS and BDSaas. At CIaaS layer, SLA management takes care of guaranteeing SLA requirements
on virtualized resources such as VMs, storage or network. At BDPaaS layer, such management guarantee
SLA requirements for different big data frameworks including data ingestion, data processing, data analysis
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Fig. 2. Taxonomy of SLA management for Cloud-hosted BDAAs
and data storage), and at BDSaaS, such management cares about guaranteeing user-specific application
requirements.

• Techniques − In the context of Cloud-hosted BDAAs, one or more techniques (such as optimization-
based, scheduling-based and simulation-based) can be included into SLA management to guarantee SLA
requirements at specific or across service layers. A technique is a method that aims to address SLA
management for Cloud-hosted BDAAs.

• Cloud Deployment Models − When proposing a new SLA management, the activities like implementation,
deployment, validation and evaluation come to the picture in order to access the validity and practicality of
such management in Cloud infrastructure. Thus, these activities need to be carried-out in private, public,
community or/and hybrid Cloud deployment model, where each one of them has its own requirements and
challenges.

• SLA Metrics − This element considers SLA items that are defined as quantitative targets in the contract and
they must be maintained by the service provided. Measuring these items/metrics (such as cost, deadline
and performance) is critical for SLA management to avoid any SLA violation.

• Conceptualization − This element examines SLA management from conceptualization perspective instead
of concrete techniques. It mainly consists of designing conceptual SLA models that offer researchers a
fundamental and clear way to describe actors, activities and entities involved in a Cloud-hosted BDAA
scenario and understand the context of SLA including the conversation and relationship between providers
and customers.

4 Review Results in Thematic Taxonomy

4.1 Actors (In response to RQ1)

4.1.1 Providers In terms of providers’ profit maximization, the authors [29] provide an SLA-based PaaS architec-
ture that can support Cloud-hosted BDAAs. In their paper, a disperse optimization policy is proposed, which
aims at maximizing providers’ profit and considers to pay penalties incurred when SLA are unsatisfied. Then,
the proposed optimization policy is applied to Cloud-hosted BDAAs (e.g., MapReduce applications). In paper
[145], the authors designed and implemented automated and elastic resource scheduling algorithms with the
objective of profit optimization. Their algorithms can deliver BDAAs to users and optimize profits of platforms
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while guaranteeing SLAs for query requests in terms of deadlines and budgets and allowing prompt responses
with manageable financial costs.

Unlike the above works, paper [18] focuses on the optimization of energy consumption from providers’
perspective. The authors take into account sharing MapReduce-based applications in an environment of Hadoop
YARN and introduce an SLA-driven energy-saving scheduling algorithm for them [4]. Job profiling is performed
to capture the characteristics of performance for diverse stages of a MapReduce-based BDAA. The obtained
characteristics of performance will be considered as input to resource provisioning phrase with the purpose
of guaranteeing application’s SLA such as the completion deadlines. Their experiments demonstrate that their
approach enhances the conformance of SLA in terms of reduced energy consumption and resource expenditure.
4.1.2 Customers The authors in [144] focused on their study on Cloud-hosted databases from the customer
perspective and addressed the challenge of SLA-driven provisioning and cost management for them. In their
paper, a comprehensive framework is proposed, which can flexibly and dynamically provisioning Cloud-hosted
database of BDAAs. According to application-defined policies, their proposed framework can satisfy SLAs in
terms of performance requirements, avoid penalties when SLA violations occur and control expenses when
allocating computing resources.
4.1.3 End Users The authors in [12] proposed an improved resource revenue optimization model. The model
defines the constraint mechanism that describes quality of service (QoS) problems. They sliced the requests of end
users, modeled the process of requesting service, evaluated the time of response and processing, and allocated
resources based on the specified objective function while considering end users’ requirements for QoS in this
model. They designed a parallel and distributed algorithm based on the working mechanism of MapReduce to
solve their proposed model while guaranteeing end users’ needs on QoS as much as possible.

4.2 Service Layers (In response to RQ2)

Figure 3 presents the statistics of SLA management works in the reviewed papers by the service abstraction
level and their breakdown in each layer. It is observed that most of the reviewed papers (67%) fall into the
BDPaaS sector. This demonstrates that BDPaaS is the core part of BDAaaS and attracts more interest from
researchers. When drilling down into the BDPaaS layer, we found that the top-ranked framework at this layer is
data processing with a percentage of 57%. This is because that distributed data processing technologies such as
MapReduce receive lots of attention in academia since 2010. Also, it is seen that the data storage framework is
ranked secondly, occupying 8%. This indicates that representative data storage technologies such as NoSQL are
of increasing interest by researchers in recent years.
Moreover, from the BDSaaS sector, there are 11% reviewed papers discussing SLA management for general

BDAAs, while 5% reviewed papers providing domain-specific BDAAs. Interesting, it is further noted that among
these domain-specific BDAAs, healthcare application is of the most interest for researchers with four reviewed
papers [25, 83, 100, 145] in total and only one reviewed paper takes banking application as the case study [97].
Besides, in CIaaS sector, it is seen that the computing, storage, and network components share the balanced
percentage, which means they receive even attention in academia.
Additionally, we present the works of SLA management for Cloud-hosted BDAAs by layers with the corre-

sponding references in Table 4. It has been seen that the quantity of publications regarding batch processing is
much higher than that regarding stream processing. The reason is that typical batch processing paradigm like
MapReduce featured by its automatic parallelization and distribution, fault tolerance and simplicity becomes
ubiquitous programming framework to parallelize the processing of large dataset, which gained significant
interest both industry and academia since its emergence in 2007. However, stream processing such as Spark or
Storm has been earning improving attention in the last years due to the emerging need for supporting a real-time
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Table 4. Classification of the reviewed papers on SLA Management for BDAAs in Clouds by layers

Service Layer (# of papers) Category (# of papers) Sub-category and References
BDSaaS (17) Applications (17) • General applications: [8, 11, 61, 73, 74, 80, 103, 107, 108, 110, 112, 146]

• Domain-specific applications: [25, 83, 97, 100, 145]

BDPaaS
Data Processing Framework (63) • Batch processing: [10, 12, 16, 18, 29, 31, 35–39, 41, 43, 44, 50, 54, 57, 60, 63, 66–

71, 75, 77–79, 85, 87, 88, 90, 93, 95, 105, 106, 109, 111, 120, 124, 125, 128, 129, 133,
134, 137, 141, 142, 145–147]
• Stream processing: [15, 40, 42, 46, 51, 59, 83, 117, 121–123]

Data Storage Framework (9) [27, 34, 47, 84, 91, 101, 104, 113, 144]
Data Analysis Framework (2) [65, 83]

CIaaS
Computing resources (8) [22, 23, 53, 55, 72, 76, 102, 104]
Storage resources (6) [9, 24, 30, 96, 119, 136]
Network resources (6) [48, 86, 94, 138, 139, 148]

or near-real-time processing task. The representative works in each layer will be discussed in the following
subsections.

Fig. 3. Statistics of the reviewed papers by layer and their breakdown

4.2.1 BDSaaS layer General applications: The authors [74] addressed the challenge of situations where
numerous job instances in BDAAs should be concurrently deployed at runtime. They introduced DepWare
that is a specialized middleware capable of offering an autonomic deployment decision making. They then
designed DepPolicy that is a novel language to specify fundamental deployment information. Moreover, an
algorithm of deployment decision making is proposed to achieve the optimum deployment for each job instance.
Experiments shows that their algorithm of deployment decision making can simultaneously make diverse
decisions of deployment at runtime for different job instances. Meanwhile, optimal overall utility is achieved, all
given constraints (e.g., cost limit) is satisfied and SLAs (e.g., feasibility, functional correctness, performance, and
scalability) is guaranteed.
Domain-specific applications: The authors in [100] focus their work on healthcare BDAA where missing

any SLA can generate significant influence on the data analysis of emergency patient thanks to the disease
severity. They proposed a computing model for SLA-based healthcare BDAA and implemented a single API to
manipulate and analyze both stream-based and batch-based data over Spark platform. They then presented a
probabilistic method based on parallel semi-Naive Bayes (PSNB) and designed a modified conjunctive attribute
algorithm for dimensionality reduction to improve the accuracy. For those jobs with high priority, they proposed
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an adaptive job scheduling algorithm to optimize their execution time that satisfies SLA. Experiments results
show that their proposed model for SLA-based healthcare BDAA outperforms extant parallel processing models.
Also, their proposed PSNB-based approach enhances accuracy compared to the original Naive Bayes algorithm.
Differently, the authors [97] focus on how to schedule BDAA workflows in both single Cloud and federated
inter-Cloud environments. A workflow consists multiple tasks that need storage, computing and bandwidth
resources to transmit and process data. The resources in the workflow need satisfying SLA requirements (e.g.,
optimizing time to meet deadlines, optimizing cost and managing budgets). A Cloud or inter-Cloud provider
could provide resources for executing tasks in the workflow according to specified SLAs criteria. A case study
of banking application demonstrates that single or federated Cloud resources are very necessary in terms of
executing BDAA workflows.
4.2.2 BDPaaS layer Data Storage Framework:

Sakr et. al. [101] considers cost management and SLA-based provisioning for Cloud-hosted NoSQL databases.
In their paper, they proposed an end-to-end framework that is represented as middleware residing between the
Cloud-hosted databases and consumer applications. The proposed framework aims to flexibly and dynamically
provisioning one database function in BDAAs while satisfying their SLA performance requirements (e.g., variabil-
ity, scalability, elasticity, and performance) according to application-defined policies and avoiding the monetary
cost when SLA violations happen as well as controlling the expenses when allocating computing resources. In the
context of data security in NoSQL database, Crypt-NoSQL [113] is the first prototype that can encrypt data and
execute queries on NoSQL databases while providing high performance. The authors in this paper proposed three
different types of models for Crypt-NoSQL and evaluated its performance using Yahoo! Cloud Service Benchmark.
Their experiments demonstrate that Crypt-NoSQL is able to efficiently execute queries while guaranteeing SLA
requirements (e.g., scalability, high performance). Moreover, they proposed guidance for providers to establish
Crypt-NoSQL in the form of a Cloud service and set up pertinent SLA conventions.
Data Processing Framework:
On the one hand, some papers focus on batch-based MapReduce jobs in Cloud. For example, the authors [16]

aim at minimizing SLA metrics (e.g., response time) and keeping deadlines set in the pSLA (platform-level SLAs)
in this context. First, they developed a so-called grey-box model that can accurately obtain the characteristics of
MapReduce behavior. They then proposed a control theory-based framework to satisfy the objectives of SLA. A
feed-forward controller was designed and implemented to assure constraints such as service time and improve
control response time. The experiments illustrate that the controller is valid in meeting the specified deadlines in
the SLAs. Lim et al. [66] propose a novel MapReduce resource manager using constraint programming-based
method. In this paper, each MapReduce job is featured by a set of metrics (e.g., the time of earliest start, the
time of execution, and deadline) specified in an SLA document. The authors evaluated the performance of their
resource manager through an open and discrete event-based simulator where a stream of jobs arrive at intervals.
The experiments show that the resource manager can achieve good performance in matchmaking and scheduling
MapReduce jobs and give insights into the behavior and performance of system.

On the other hand, some papers focus on stream-based jobs. For example, Rafael et al. [121] take into account
simultaneously executing stream workload over shared Cloud infrastructures where each stream is characterized
by specific quality of service (QoS) objectives (e.g., throughput, latency) specified in an SLA. They consider
classifying customers who submit streams workload into three different classes (Gold/Silver/Bronze/). Each class
differentiates by a unique penalty and revenue from providers’ side. Their proposed profit model can consider
both the cost of provisioning and penalties when the violations of SLA occur. Experiments show that their
approach can apply the enforcement of QoS for each application. Paper [46] discusses provisioning resources
for stream-based jobs at a granularity of VMs level at runtime. They proposed a novel method to provisioning
resources in a cost-efficient way while optimizing the resource usage of VMs (SLA metrics at CIaaS layer).
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Moreover, their method is integrated into the Vienna ecosystem at runtime environment for scalable stream
processing. The evaluation shows that their method achieves better conformance of SLA by up to 25% and the
operation cost reduction up to 36% compared to the extant threshold-based method.
Data Analysis Framework:
The authors [65] developed an extensive model for predictive analysis regarding performance and cost in

Cloud. They collected data of resource consumption and placed them in readiness state to enable fast analysis.
They stored time series data and various kinds of data regarding performance and events of BDAAs in a layered
object store, which can provide the abilities of fast retrieving and pattern analysis. Meanwhile, the authors took
into account the data aggregations regarding the interrelation between performance and cost as well as their
dynamic tendency over time. Hence, through the application of real-time predictive analysis techniques, the
framework achieves an accurate prediction of the current status (i.e., cost and performance) and prospective
status. This provides effective support for providers to make decision based on resource configuration regarding
the guarantee of SLA requirements.

With regards to analytical capability on prediction accuracy, Lekha et al. [83] focus on developing a real-time
stream-based system for the prediction of health status of patients. The system is implemented and deployed on a
Cloud-hosted Spark platform which leverages the power of multiple machine learning algorithms. In this scalable
system, first, the health information tweeted by users are captured. Then, the proposed system can receive the
same health information in real time. Next, the system preprocesses and extracts valid health information from
those unstructured stream data and utilizes machine learning algorithms to forecast the health status of users
with the purpose of maximizing the accuracy of prediction. By the virtue of the availability of high-quality
training datasets of healthcare and the computing power of steam processing of Spark, the process of analyzing
huge healthcare samples by applying machine learning techniques becomes significantly more efficient than ever,
resulting in enhanced prediction accuracy.
4.2.3 CIaaS layer In terms of Cloud storage, paper [24] addressed various requirements of customers regarding
Cloud storage. They first defined a set of realistic and concrete SLA elements. Then, they designed the short-secret-
sharing Cloud storage system that applies the defined SLA elements and provides customers with a protected and
steady storage service in Cloud. Their proposed system can capture applicable parameters to offer customers with
their wanted services while respecting SLAs (e.g., minimal costs). The authors in [136] focus on the scheduling
policies of volume request that can shorten the violations of SLA in terms of I/O throughput in Cloud storage
systems. To this end, they propose various SLA-driven scheduling policies that consider both I/O throughput and
available capacity of backend nodes. The designed scheduling policies can considerably reduce monetary cost of
Cloud storage from providers’ perspective.
Unlike the above works, Yassine et al. [138] discussed the challenge of transferring multimedia big data

over Cloud data centers that are geographically distributed. Since the multimedia volume increases, there is an
increasing demand to transfer large datasets across data centers. Therefore, the surplus bandwidth that occurs at
different times and for different period in backbone network turns to be inadequate to meet speedily increasing
demand for transferring multimedia big data. In this paper, they designed multi-rate Bandwidth-on-Demand
(BoD) service to communicate among geo-distributed Cloud datacenters. They also developed a scheduling
algorithm that is employed by a BoD broker, which considers transferring multimedia big data requests that are
featured by various deadlines.

4.3 Cloud Deployment Models (In response to RQ2)

In the reviewed papers, researchers select a particular type of Cloud deployment model (private / public /
community / hybrid) to carry out various activities such as implementing the proposed framework, deploying
prototype or tools, evaluate approaches or simulate testing environments. Figure 4 shows the distribution of
Cloud deployment models in the reviewed papers.
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Fig. 4. Statistics of the reviewed papers by Cloud deployment models

Fig. 5. Breakdown of public Cloud deployment model
It is worth noting that a significant fraction of the reviewed papers only mention Cloud service in general

without explicitly telling the Cloud deployment model they used. In this case, we label it as "unknown Cloud
deployment model". Apart from the section of "unknown Cloud deployment model", it is observed from Figure 4
that public Cloud is accredited as the principal Cloud deployment model. This finding is in line with our
understanding that the public Cloud is the most common and well-known deployment model in comparison
with the others. Accordingly, researchers are prone to choose public Cloud to deploy their proposed prototype,
applications or tools and evaluate their proposed techniques. The second and third-ranked section is private
Cloud and hybrid Cloud, occupying 14% and 10% respectively. Interestingly, community Cloud is not used in the
reviewed papers.
Regarding public Cloud, we further investigate what specific public Cloud platforms were selected. Figure 5

gives an apparent breakdown of the public Cloud. It is found that some papers fail to state what specific public
Cloud platform was used. Hence we mark them as "unknown public Cloud platform" in Figure 5. It is seen that
Amazon EC2 is the preferable public Cloud platform, occupying 29%. Comparatively, only 2% of the reviewed
papers use Microsoft Azure as their deployment platform.
Next, Figure 6 presents the breakdown of private Cloud. Similarly, some papers fail to state what specific

private Cloud platform was used. Hence we label them as "unknown private Cloud platform" in the figure. It
is observed that OpenStack is the most favorable private Cloud platform, occupying 8%, while its competitor
OpenNebula and VMware vSphere equally share 1%.
Moreover, the breakdown of the hybrid Cloud is shown in Figure 7. The section of "unknown private and

public Cloud platform combination" denotes that it is not deducible what specific mixture of public and private
Cloud platform used according to the reviewed papers. It is interesting to find that OpenStack and Amazon
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Fig. 6. Breakdown of private Cloud deployment model

Fig. 7. Breakdown of hybrid Cloud deployment model
EC2 is the more popular combination despite having a small percentage (2%) than other combination such as
OpenNebula plus Amazon EC2, Citrix XenServer plus Amazon EC2 occupying 1% respectively.

4.4 Techniques (In response to RQ3)

Figure 8 shows the statistics of the reviewed papers by different SLA management techniques. Based on this
figure, it can be deduced that the dominant techniques are optimization, scheduling, simulation, monitoring,
machine learning, constraint programming, and scaling. Further, Table 5 shows these techniques used to address
SLA management for Cloud-hosted BDAAs and their breakdown by layer. From this table, it is clear that the
most common techniques used in SLA management are Optimized-based, Simulation-based, Scheduling-based,
Machine learning-based and Monitoring-based techniques. There are few research works that investigated other
techniques such as scaling, fuzzy logic and error-handling, showing that these techniques are uncommon in the
landscape of SLA management for Cloud-hosted BDAAs.
It is deserving to note that some authors combine more than one technique to address SLA management

for Cloud-hosted BDAAs. They might use scheduling and machine learning-based technique, or fuzzy logic
and machine learning-based technique, or monitoring and scaling technique. For example, Rajinder et al. [103]
propose a overall architecture regarding SLA-aware scheduling of BDAAs across geo-distributed Cloud datacenter.
Their proposed scheduling algorithms have two levels including coarse-grained and fine-grained. In this paper,
firstly, they employ Naive Bayes algorithm to predict which category a user’s BDAA belongs to. They then apply
Adaptive K-nearest neighboring-based scheduling algorithm to discover which regional datacenter is appropriate
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Fig. 8. Statistics of the reviewed papers by techniques

Table 5. Techniques used for SLA management for BDAAs in Clouds

Technique (papers quantity) Service Layer (papers quantity) References

Optimization-based (11)
BDPaaS (7) [12, 29, 40, 41, 46, 63, 134]
CIaaS (4) [48, 76, 94, 138]

Scheduling-based (35)
BDSaaS (8) [56, 73, 78, 85, 97, 103, 110, 111]
BDPaaS (24) [10, 15, 18, 31, 39, 43, 44, 50, 57, 60, 68, 77, 87, 90, 93, 95, 96, 109, 124, 128,

129, 133, 145, 146]
CIaaS (3) [86, 119, 136]

Simulation-based (54)
BDSaaS (3) [25, 100, 110]
BDPaaS (36) [10, 12, 14, 29, 37–41, 43, 46, 50, 51, 54, 59, 60, 66, 68–70, 78, 87, 90, 93, 94,

109, 117, 121, 124, 129, 133, 134, 141, 142, 145, 146]
CIaaS (15) [22, 23, 30, 48, 55, 72, 76, 86, 94, 104, 119, 136, 138, 139, 148]

Monitoring-based (11)
BDSaaS (5) [8, 11, 107, 108, 112]
BDPaaS (4) [59, 84, 122, 123]
CIaaS (2) [102, 104]

Machine learning (10)
BDSaaS (5) [11, 25, 100, 103, 107]
BDPaaS (3) [51, 63, 122]
CIaaS (2) [34, 104]

Control-based (3) BDPaaS (3) [16, 105, 106]

Constraint Programming (7)
BDSaaS (1) [74]
BDPaaS (6) [37, 38, 66, 67, 69, 137]

Scaling (7)
BDPaaS (5) [35, 47, 75, 88, 117]
CIaaS (2) [55, 102]

Mixed Integer Linear Programming (3)
BDPaaS (2) [41, 67]
CIaaS (1) [138]

Fuzzy Logic (1) BDSaaS (1) [25]

Framework-based (4)
BDSaaS (1) [118]
BDPaaS (2) [101, 144]
CIaaS (1) [9]

Anomaly Detection (2) BDPaaS (2) [53, 104]

Auction (2) CIaaS (2) [22, 23]

Model Checking (1) BDSaaS (1) [61]
Heuristic-based (1) BDPaaS (1) [147]

Policy-based (1) BDPaaS (1) [79]

Game Theory (2)
BDPaaS (1) [36]
CIaaS (1) [139]

Error Handling (2) BDPaaS (2) [70, 71]
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based on locations and requirements of users. Next, they performed the optimal scheduling of big data jobs based
on their designed scheduling architecture and typical Amazon scheduling policies in the local server. In this
paper, they investigated SLA metrics such as the time of waiting, the utilization of CPU, availability, estimated
time to complete and response time. Experiments shows the efficacy of their coarse- and fine-grained scheduling
algorithms. In [25], the authors focus on big media healthcare BDAAs in Clouds, which must satisfy SLAs for
medical users. In this work, they exploited fuzzy logic to orchestrate a local- and global-based Cloud federation
model that optimizes the selection decision making regarding target Cloud data centers. The model considers
the trades off between the users’ application service quality and providers’ profit when choosing federated data
centers. Also, the model acknowledges the dynamic behavior that user requests posses and system environments.
Through the precise estimation of resource requirements for processing big data jobs using multiple linear
regression algorithms, the accuracy of selection decision is significantly enhanced. In the subsequent subsections,
we will give the details of the fundamental properties of some representative techniques and their application in
some of the reviewed papers.
4.4.1 Optimization-based Generally speaking, the appropriate utilization of resources makes the tasks of SLA
management more favorable for providers. As a result, providers continuously demands optimization-based
algorithms that can optimally allocate/reallocate resource to maximize resources utilization and providers’ profit.
It makes sense that an optimization-based technique is essential in this context.
For Cloud-hosted BDAAs, the vast configuration diversity and dependency across different layers makes it

difficult for customers to choose appropriate configurations or even decide an applicable background regarding
their decisions. Moreover, the extant simple optimization algorithms fail to meet the requirements of most
BDAAs that are often featured by different objectives, either because one of the objectives is unsatisfied, or
the results appear far from the optimum [28]. Consequently, allocating Cloud resources (at CIaaS level) to big
data platforms (BDPaaS level) is not any more a conventional single objective problem (e.g., minimizing time,
maximizing resource) but involves multiple contradictory objective functions expressed by SLA metrics such as
the maximization of classification accuracy using Apache Spark MLlib, the minimization of response time of
MapReduce tasks using Apache Hadoop, the minimization of stream processing latency using Apache Storm and
the maximization of CPU utilization and so on. Further, the formulated multi-objective optimization problem
demands a considerable amount of computation that is increasing exponentially with the problem size in order
to find optimum solutions.

Take the energy consumption optimization for BDAAs as an example, the authors [76] propose a multi-objective
optimization-based technique that is aware of both energy and SLA requirements when placing and consolidating
VMs. Their proposed technique considers to balance the performance and energy utilization of such system as
well as SLA-compliance (e.g., availability and reliability). The results demonstrate that their technique achieves
better performance on saving energy, reducing resource consumption and communication cost, minimizing the
quantities of VM movements and SLA violations in comparison with the other extant tested approaches.

In terms of optimizing PaaS providers’ profit, Dib et al. [29] propose a decentralized optimization-based policy
and consider to pay the penalties when SLA violations occur. Their proposed policy achieves optimally exploiting
private resources, especially at peak time, before leasing any public Cloud resources. The paper applies their
proposed optimization-based policy into a realistic batch-based BDAA. Similarly, the authors [23] addressed
the challenges of allocating resource while guaranteeing SLAs and maximizing providers’ profit. In this paper,
the penalty cost incurred by SLA violations is considered in order to increase providers’ profit. They take into
account SLA metrics such as execution time and deadline of jobs (i.e., urgency) in a combinatorial auction system
and propose a new winner determined algorithm (an optimization-based technique). Experiments proves the
efficacy of their approach on the reduction of the penalty payment incurred by SLA violation and maximization
of providers’ profit.
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Unlike the above works, paper [48] addresses how to optimize the distribution of big data and allocation
of computing resources on mobile Cloud platforms. As such, the authors propose a new network architecture
and algorithms. They discuss an end-to-end thin-thick client collaboration to efficiently distributing data by
transferring large dataset into splits depending on the bandwidth of Internet connection. Also, this paper details
the procedure of selecting suitable algorithms that can efficiently enhance the utilization and allocation of
resources and improve users experience by meeting expected SLA requirements (e.g., minimized VMs quantity,
shortened execution time and budget).
4.4.2 Scheduling-based Scheduling is one of the fundamental techniques in addressing SLA management for
Cloud-hosted BDAAs. Primarily, this technique is based on the above optimization technique where an Non-
determin istic Polynomial-time Hardness (NP-hard) optimization problem has been formulated. Unlike the
optimization-based technique, scheduling takes a further step of allocation works based on optimal solutions.
Depending on different purposes, such allocation works include assigning physical resources (e.g., machines) to
virtualized resources (e.g., VMs), or allocating VMs resources to particular batch or stream processing tasks, or
designating platform resources to various BDAAs in a smart way while respecting SLA requirements.
Scheduling has been widely used for traditional applications or workflows in Cloud computing (CC) envi-

ronment. However, unlike them, distributed data processing technologies such as MapReduce paradigm are
now often utilized by many organizations to deploy their big data analytical applications (BDAAs). Therefore,
scheduling algorithms used for traditional applications or workflows in CC environment cannot be applied
directly to BDAAs in Clouds due to the complexities that data processing frameworks incur and the difference
of resource allocation mechanisms that big data brings. As a result, various SLA-based scheduling mechanism
and algorithms have been proposed, which primarily aims to optimize resource utilization and provides optimal
resource allocation/reallocation solutions for Cloud-hosted BDAAs while meeting multiple SLA requirements.
When addressing SLA management for BDAAs in Clouds, scheduling technique can be applied at different

layers. Hence, it can be classified into three classes, i.e., “scheduling at the BDSaaS layer”, “scheduling at the
BDPaaS layer” and “scheduling at CIaaS layer”.
Scheduling at the BDSaaS layer
Optimally and strategically providing low-level resources to support BDAAs, jobs or workflows while guaran-

teeing agreed SLAs between providers and customers is the fundamental objective for the tasks of scheduling at
BDSaaS layer. Scheduling at this layer has twofold consideration. On the one hand, it should satisfy users’ SLA
requirements and optimize objectives such as complete time, makespan, user capital expenditure, and application
performance from the customers’ perspective. On the other hand, it should efficiently schedule big data platform
resources to the application layer to maximize profit or reduce the carbon cost or energy consumption by Cloud
centers from the providers’ perspective [17].
Verma et al., [124] consider SLA violation concerning the performance of MapReduce-based BDAAs and

propose an automatic framework of resource inference and allocation. According to their proposed framework,
they firstly profiled some common performance features such as soft deadline and then estimate the number of
resources required for completing jobs to meet the deadline. Their proposed algorithm can efficiently schedule
the execution sequence of jobs and determine the resources quantities allocated to these jobs while meeting job
deadlines.

The authors [145] addressed the challenge of resource scheduling to optimize profit of providers. To this end,
they first proposed a scalable and adaptive policy of admission control. Then, they developed a novel algorithm
that can optimally schedule resources according to users’ query requests while guaranteeing SLAs on deadlines
and budgets, and prompt responses with manageable monetary expense.
Scheduling at the BDPaaS layer
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Scheduling at the BDPaaS layer aims at allocating some dependent and independent tasks to VMs in Hadoop
clusters. A valid scheduling algorithm can provide the optimal solution of task distribution over various VMs in a
cluster depending on the requirements of execution time and availability of resources. An optimal distribution
of tasks can minimize the scheduled tasks’ average execution time and maximize the utilization of allocated
resources. As such, the response time of tasks that are to be processed is minimized and resources consumption
is reduced [116].

Wang et al. [128] developed a scheduling algorithm at platform-level for MapReduce-based BDAAs that have
two practical SLA constraints (i.e., budget and deadline) over the heterogeneous Cloud datacenters. They designed
a greedy-based optimization algorithm that can find appropriate VMs from an established pool of different VMs
to minimize the job completion time and monetary cost of executing jobs.

Tian and Chen in [120] took into account the entire processing phrases for MapReduce jobs. In this paper, they
designed a cost model that formulates the correlation between the input data volume, the MapReduce resources
availability, and the Reduce tasks complexity. They performed testing over a limited number of machines to learn
model parameters. The proposed cost model can facilitate to make decisions in terms of the optimal amount of
resources, the minimization of time under particular financial budget and the minimization of monetary cost
under a specific time deadline. Experiments demonstrates that this cost model achieves decent performance and
satisfies SLAs for MapReduce-based BDAAs.
Scheduling at the CIaaS layer
Scheduling at this layer is more relevant with the optimal mapping virtualized resources onto physical resources

in a homogeneous or heterogeneous environment and with the optimal use of the underlying Cloud resources.
Nita et al. [86] discuss the challenge of transferring big data across various Cloud datacenters where the

performance of VMs migration and data transfers are affected. They describe an optimized method that can
transfer large dataset according to the characteristics of network and take into account the SLA constraints such
as minimizing the duration of individual VM migration. They proposed a scheduling policy that consists of two
greedy-based algorithms to transfer large dataset. It manages and maintains an SLA-aware network that impacts
the performance of Cloud. They evaluated the proposed scheduling policy by means of the simulation of SLA
constraints at CIaaS layer.

In order to address the issue of file requests’ tail latency, the authors [119] employed information flow queue
theory to provide an optimal scheduling algorithm for erasure codes-based Cloud storage systems (at CIaaS
layer). They first designed a model based on k-marriage flow queue. They then built a multi-objective based
scheduling strategy to find the optimum depending on SLAs preferences of users. Their solution is featured
by the decentralization of the queue form that outperforms the centralization of queue format in terms of the
elimination of the overhead of block. Their simulated results showed their approach decently improves tail
latency in comparison with the extant approaches of data displacement .
4.4.3 Simulation-based Simulation is also a popular technique used to address SLA management for Cloud-
hosted BDAAs, which allows providers to evaluate a broad spectrum of components such as workload, processing
elements (e.g., MapReduce, storm), data centers, storage, networking, and SLA constraints.

When providers offer their big data analytics service to customers with awareness of relevant SLAs, they can
identify potential issues before introducing them into the operations and focus on service meeting the agreed
SLAs. As they define this service, coarse SLAs can be identified and decomposed to identify more targeted SLAs
that in turn drive qualification of the feasibility of proposed solutions to meet SLA commitments. This can
then be verified through simulation to identify further how other resources are impacted by any shortfall to
inform prioritization in addressing any gaps to guarantee SLAs such as maximizing overall resource utilization
or reducing idle time. Moreover, the simulation technique is used to predict system performance and further to
study SLA impacts in a production environment.
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The simulation technique abstracts, models and emulates BDAAs with a wide of components such as workload,
or SLA metrics. In cases where the performance of application does not satisfy pre-specified SLAs, algorithms,
scheduling, or monitoring are adjusted and further optimized, and corrective and proactive measures are adopted
before an issue occurs. Hence, simulation is an essential technique to facilitate SLA management for Cloud-
hosted BDAAs. Also, the real-world Cloud-hosted BDAAs covers a wide array of application domains including
healthcare, social media, energy and so on. Each type of these application is characterized by diverse architecture,
configuration, implementation and deployment requirements. Experimentation in a real environment such as
Amazon EC2 or Microsoft Azure for different BDAAs can be challenging for manifold reasons:

• It is not economical to purchase or lease large-scale datacenter infrastructure that will precisely indicate
realistic deployment of BDAA and allow researchers conducting experiments with changing hardware
resource and dynamic framework configurations, as well as big data diversities in terms of volume, variety
and velocity.

• The experiments are not repeatable, because some variables that are not under the control of the tester
may affect experimental results.

• Much manual configuration effort involved especially in a real large testbed experiment environment that
needs dynamic configurations significantly slows down the performance analysis and makes it almost
impractical. As a consequence, it is remarkably challenging to reproduce the experiments outcomes.

• The experiments on a real large distributed platform are unrealistic to some degree due to a huge cluster
where a considerable of nodes run in different conditions.

In this case, the simulation technique offers significant advantages to SLA management for Cloud-hosted
BDAAs. For example, researchers can conduct controllable and repeatable experiments by means of simulation
technique. Also, it becomes easier to study if SLAs met or breached, and investigate how SLAs is impacted by
various resources configuration from different layers in a simulated testbed as compared to a real experiment.
Simulation technique makes experiments under various configurations of hardware resources easier and provides
insights for practitioners to understand the impact that each design choice is upon to SLA guarantees. They
also improve the possibility that researchers can share their simulation environment, which contributes to
better hypothesis evaluation and results reproducibility. Finally, researchers can instantiate various processing
frameworks of BDAAs and multiple workload scenarios as needed by the virtue of simulation-based technique.
We find that 53 papers among the 109 reviewed papers have applied simulation technique, occupying 49%.

In order to investigate what particular simulation tools used, we further examine these 53 papers and find
interesting results that (i) some papers generally mention that a simulation-based experiment has been conducted
without explicitly stating what particular simulation tool used [12, 37, 38, 51, 53, 70]; (ii) some papers simply
state that they developed their simulation tools by Java programming and keep them as proprietary code
without giving details [90, 119, 136]; (iii) Other papers give specific description regarding simulation tools used
[10, 30, 66, 87, 110, 124, 145]. For the first two cases, we label them as "unknown simulation tools". For the third
case, we further find that three types of simulation tools are often used in the reviewed papers. They are discrete
event simulator (DES) [45, 140], MRPerf [126] and Yarn Scheduler Load Simulator (SLS) [4]. Figure 9 shows the
distribution of these three types of simulation tools.

It is observed that DES is the preferable simulation tool, with a percentage of 30%. Among DES, Cloudsim is the
dominant one (26%) and widely used by researchers in their papers. Lots of authors use Cloudsim to implement
their algorithms to emulate the CC environment or further implement additional logic to mimic the behavior
of the MapReduce model. The second-ranked simulation tool is SLS [43, 87, 109, 110], which can support the
simulation of large Yarn clusters and application loads in an individual machine. It is interesting to find that
two papers use MRPerf [54, 124], a simulator dedicatedly designed for MapReduce jobs to understand how they
perform and study the impact of SLA on various Hadoop configuration settings.
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Fig. 9. Statistics of simulation technique used in the reviewed papers
4.4.4 Monitoring-based Monitoring is also an important technique used to manage SLAs for BDAAs. Generally,
customers rely on SLAs to deliver the promised quality and level of service. Al through it is readily to notice
non-availability or downtime, other types of SLA violation such as performance degradation of VMs and high
error rates of APIs are not always easily detected, which can considerably impact the experience of end users.
Therefore, monitoring is critical to assure the conformance of SLA and produce fundamental audit trail when SLA
violation happens. Moreover, monitoring is essential for providers to guarantee SLA and offer the satisfactory
experience to customers [130].

Monitoring of Cloud-hosted BDAAs involves dynamically tracking SLA metrics related to physical resources
they share, virtualized resources at CIaaS level (i..e, VM, network and storage), big data processing framework
such as Hadoop cluster at BDPaaS level as well as various applications (e.g., smart health, stock recommendation
system) running at BDSaaS level. Monitoring is an essential technique to manage SLAs, assisting providers in (i)
optimizing the operation of their applications and resources; (ii) capturing performance deviation of application
and resources consumed; (iii) monitoring key performance indicators of the applications; (iv) accounting SLA
violations regarding specific SLA metrics.

Andreolini et al. [11] take into account the cost minimization regarding computation and communication
while assuring peak accuracy in detecting pertinent variations of system behavior guaranteed. They developed
an algorithm that can elastically and reliably monitoring big data, which can adapt to update frequencies and
sampling intervals. They used real-time series to perform experiments, which shows that their proposed algorithm
outperforms extant algorithms in terms of reducing monitoring overheads and maintaining data quality.
The authors [108] develop a method that exploits runtime monitoring to guarantee the applications’ perfor-

mance. They implement a monitoring framework, which collects monitoring data at runtime in a realistic Cloud
environment. They then design a performance model that uses data mining techniques to extract from authentic
monitoring data at runtime. This model sheds lights on how to adjust the strategy of provisioning resources
under specified performance-based SLA requirements.

In the context of monitoring stream-based events in a complicated and time-constrained system, the authors
[59] design a framework that can real-time monitor and process large-scale log file streams from various sources.
They applied the central limit theory to verify soft deadlines in a real-time system and used the probabilistic
deadline to ensure SLA satisfied regarding deadline. Flume is used to collect, aggregate, and transfer voluminous
stream-based data from multiple sources to a centralized place where Hadoop HDFS is operated. They extended
a generic monitoring architecture and illustrated how to calculate the likelihood of SLA violation. This solution
is beneficial for a system of real-time monitoring to determine the deadline for SLAs compliance.
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4.4.5 Machine Learning-based Some of reviewed papers use machine learning techniques to study SLA manage-
ment for Cloud-hosted BDAAs from different aspects. Not only is machine learning used to predict the prospective
behavior of resources, but also to detect SLA violations. Machine learning-based technique provides machine
derived intelligence to the task of SLA-driven optimization and configuration dependencies across multiple layers.
It allows continuously learning many complex behaviors and interactions among interrelated objects/entities in
BDAAs scenario and taking the guesswork out of many aspects involved in meeting SLAs more efficiently and
cost-effectively. For example, collecting large data regarding VMs, storage, and network at CIaaS layer, Hadoop
cluster at BDPaaS layer, and applications at BDSaaS layer, then feeding these data to machine learning-based
system, finding the hidden patterns and fixing issues before they might violate SLA guarantee. As long as this
wealth of data is gathered, processed and analyzed, machine learning-based technique can learn what constitutes
normal behaviors, and it is this baseline that gives the system the ability to detect anomalies and find causes
automatically. Thus SLA violation can be avoided. Also, it can simulate and predict the impact of making certain
changes in resources and their allocations, which can be particularly useful for meeting SLA objectives such as
maximizing resource utilization.
Lama et al. [63] developed a Hadoop-based system that can allocate diverse Cloud resources and automate

multiple Hadoop parameters configuration while guaranteeing SLAs requirements such as minimal monetary
cost incurred. It addressed the major issue of providing MapReduce-based BDAAs under different performance
deadlines. Their approach consists of a novel framework including two phrases (machine learning-based offline
phrase and optimization-based online phrase). The offline phrase clusters various Hadoop jobs by using Support
Vector Machine algorithm. The clustering result is then regarded as an input and fed into the subsequent online
phrase. The online phrase exploits optimization-based techniques to assign Cloud resources and automate the
configuration of Hadoop parameters.
The authors [122] address the challenge of optimal resource provisioning for scalable BDAAs. Firstly, they

identified that most of the applications running inside JVMs such as Spark highly demand effective memory
resources. Then, they consider applications that is featured by their SLAs (i.e., relative delay) and apply Random
Forest algorithm to predict their valid memory requirements. The prediction approach can uncover the hidden
behavior of BDAAs’ memory consumption and forecast dynamic prospective memory utilization in distributed
Cloud environments.

4.5 SLA Metrics (In response to RQ4)

In this element, we examine SLA metrics accounted for in the reviewed papers to find out what SLA metrics
have been discussed and how often they are discussed. Table 6 summarizes SLA metrics and describes their
measurements.
Further, Figure 10 present the pictorial representation of the frequency of the above SLA metrics that have

been discussed in the reviewed papers. It is observed that the most studied SLA metrics are performance, deadline,
resource utilization, and cost. This is consistency with our understanding that actors (i.e., Providers, Customers,
and End Users) care more about SLA metrics regarding deadline, cost, performance and resource utilization in
Cloud-hosted BDAAs. The least studied SLA metrics are serviceability, consistency, elasticity, security, capacity,
reliability, and scalability. This is because these SLA metrics have limitations regarding measurability [92]. The
medium level discussed SLA metrics include profit, budget, energy, availability, fault tolerance, and accuracy.
These category of SLA metrics are attracting increasing interest from researchers.

It is also found that the above SLA metrics scatter in the reviewed papers, without an organized and clear
categorization. Therefore, it is necessary to examine SLA metrics for Cloud-hosted BDAAs through the consid-
eration of building a clear categorization scheme while respecting BDAA characteristics, such that providers
and customers will benefit from this categorization scheme when making conventions and engineering SLAs
between them.
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Table 6. SLA metrics and their measurement for BDAAs in Clouds

SLA Metrics Unit of Measure
reliability the number of concurrent failures that are tolerable, MTTF and MTTR and produces the storage system MTTF, number

of successful responses in percentage
energy cost per kWh, power (watts)
capacity the capacity that the Cloud storage system can store. The options range from kilobytes to zettabytes
availability percentage of service uptime or downtime
serviceability period of an outage, duration between consecutive service failures, time to switch over from a failure, time to completely

recover from a service failure
security the ability to detect or tolerate malicious attack
consistency the degree of equality between responses to queries issued by BDAAs
scalability the ability to horizontally increase the storage or processing capacity or throughput, and the ability to addmore resources

(e.g., more processors, memory, bandwidth) to each node to increase capacity or throughput vertically

elasticity the ability to dynamically and rapidly adjust resources to absorb the demand
fault tolerance the percentage of continuing operating properly when failures (e.g., data node of Hadoop is down, Map or Reduce task

fails) occur
accuracy percentage of accurate prediction or analysis
cost monetary cost in terms of VM computing per time unit, electricity prices
profit revenue made per request
budget upper bound on monetary cost (dollars) to complete data processing tasks
deadline upper bound on time (hour) to complete data processing tasks
performance • throughput: MB/sec

• throughput: MB/sec • data freshness
• time pertinent: waiting time/ response time/execution time /job processing time/job completion time

resource utilization • CPU pertinent: MIPS, number of cores regarding CPU or vCPU, CPU utilization etc,.
• memory pertinent: MB/GB, memory utilization etc,.
• storage pertinent: storage size, I/O throughput etc,.
• network pertinent: bandwidth, data transfer time etc,.

request arrival rate request per second, arrival rate factor (user side) etc.,
quantity pertinent • the quantity of working node allocated for batch-based or stream-based processing

• the quantity of replicas • the quantity of required parallel threads
• the quantity of tasks (i.e., Map or Reduce) • the quantity of jobs
• the quantity of disks • input data size
• the quantity of data blocks • the quantity of VMs

Fig. 10. Frequency of SLA metrics in the reviewed paper
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4.6 Conceptualization (In response to RQ5)

4.6.1 Conceputal SLA Model In Cloud computing (CC) environment, designing conceptual SLA models or
frameworks are often discussed. Alhamad et al. [7] proposed a conceptual SLA framework for CC environment.
They consider four types of Cloud service (i.e., IaaS, PaaS, SaaS, storage as a service). For each different SLA, they
present the fundamental parameters that are needed to establish a steady form of negotiation and conversation
between customers and providers. Based on the above work, the authors [106] developed a new conceptual
SLA model in CC environment called SLA as a Service (SLAaaS). SLAaaS can systematically and transparently
integrate service levels and SLAs into Cloud. It considers the quality of service levels and SLA as the most superior
elements in Cloud services.
Also, Labidi et al. [62] proposed a generic and semantic-rich model that is based on ontology theory in their

paper. They developed a prototype to validate their proposed model. Through this prototype, the evaluation and
triggered guarantee actions of SLAs can be automatically achieved during their monitoring process.
Moreover, in order to seek an optimal trade-off between revenues and costs while meeting SLA constraints,

the authors [64] designed a service-based model that consolidates the major characteristics and SLA objectives of
Cloud services. Although this model is generic and abstract, it is beneficial to derive a universal and automatic
manager with the capability of managing any Cloud service, no matter what the layer.
In addition, the authors [26] proposed a formal model to describe SLA contents in CC environment and

design autonomic mechanism of predicting SLA violation. Their proposed SLA model is devoted to formalizing
a capability to manage SLAs violation detections for Cloud services. The proposed approach concerns the
representation of information from both the SLAs and Cloud logs in a specific format.
All the above-mentioned works are confined to common Cloud service without specific consideration of

BDAAs. To the best of our understanding, the conceptualization of SLA model dedicated to Cloud-hosted BDAAs
is rare. The next section will proposes a new conceptual SLA model.

5 A New Model and Categorization Scheme of SLA Metrics

In this section, we design a conceptual SLA model dedicated for Cloud-hosted BDAAs. We further elaborate
on this model to propose a multi-dimensional categorization scheme of SLA metrics for BDAAs in Clouds.

5.1 Cross-layer SLA Model for Cloud-hosted BDAAs

5.1.1 Design Principle and Requirements According to the layered architecture of Cloud-hosted BDAAs in Figure
1 of Appendix A, it is easy to figure out that each layer has two kinds of requirements that are crucial to service
composition, which are functional and non functional requirements (FRs and NFRs). These requirements clearly
define what the service provider should meet and provide to customers. The categorization of requirements for
layer-based BDAAs in Clouds is shown in Figure 11.
On the one hand, the focus of FRs is on the functionality of the composed service. For instance, a sentiment

analysis service from customer reviews using Amazon Comprehend detects sentiments in the text and extracts
information about users’ sentiment polarity (Positive, Negative, Neutral or Mixed) [32]. One of FRs in this case
is that a sentiment analysis accuracy lower than 80% will never be purchased. A user requests FRs at the top
layer (i.e., BDSaaS) and these requirements will be drilled down to the bottom layer (i.e., CIaaS), which provides
concrete, scalable and on-demand Cloud resources. In other words, upper layer demands resources from a lower
layer while a lower layer supplies resources to an upper layer. Thereby, each service in a layer is featured by
unified interfaces by which Cloud-hosted BDAAs invoke possible functions. For example, Amazon EC2 acts as
basic Cloud infrastructure and provides a functional interface that supplies its client (i.e., BDPaaS) with computing
instances, to install and run software on these instances. By demanding scalable Cloud resources from Amazon
EC2, Amazon EMR located at BDPaaS layer can supply its client (i.e., BDSaaS) a fully managed Hadoop cluster

, Vol. 1, No. 1, Article . Publication date: November 2019.

Page 58 of 91Computing Surveys

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

24 • Zeng and Garg et al.

Fig. 11. Categorization of requirements for layer-based BDAAs in Clouds
in minutes, and then Amazon Comprehend uses advanced techniques such as machine learning and natural
language processing to predict sentiments as much accurate as it can. As a result, FRs specified by users could be
met.
On the other hand, NFRs are concerned with SLA metrics, An instance of a NFR for the above Amazon

Comprehend sentiment analysis service is that the service response time to a user should be no more than 5
seconds. NFRs are encapsulated and incorporated into SLAs, where multiple metrics are considered such as
maximum data transfer ratio, maximum availability, and minimum network latency. NFRs are important to big
data analytics service composition and are often formally expressed in SLAs as part of contracts agreed between
providers and customers. Even though FRs are met, unsatisfied NFRs such as slow or unreliable service may still
not be adopted for BDAaaS.

In addition to functional and non-functional requirements, the dependency relationships between SLAs across
different layers of BDAAs is another critical aspect in designing SLA model for the applications. A sole layer
is impossible or struggles to provide either FRs or NFRs, thus it is bound to compromise service quality for
customers. Having all layers work jointly, the agreed service quality can be guaranteed in the end. Accordingly,
we need a novel SLA model for Cloud-hosted BDAAs that should meet the following essential design principles:

• Allowing the definition of both functional and non-functional interfaces that expose SLAs by layer for big
data analytics service.

• Representing a seamless integration between SLAs and BDAaaS across layers.
• Considering SLAs for Cloud-hosted BDAAs in a unified and structured way.
• Reflecting strong dependency relationships between those SLAs.
• Possessing an universal applicability regardless of BDAAs.

5.1.2 Proposed Cross-layer SLA Model for Cloud-hosted BDAAs Keeping the aforementioned design principles in
mind, we propose a novel cross-layer SLA model for Cloud-hosted BDAAs (named CL-SLAMfBDAAs) shown in
Figure 12. As shown in this figure, there are four interacting actors located at different layers. They are end users
(e.g., Business Users, Subject Matter Expertise, Data Scientist or Data Analyst), BDSaaS provider (e.g., Salesforce
or BrandsEye), BDPaaS provider (e.g., Google Cloud Dataflow, Amazon EMR or Microsoft Azure HDInsight),
and CIaaS provider (e.g., Google Compute Engine, Amazon EC2 or HP Cloud). These actors are involved in a
set of activities, for instance, negotiating, clarifying and specifying FRs and NFRs, and formulating NFRs into
agreed SLAs in each layer. Moreover, it is observed from this figure that SLAs are dedicatedly divided into three
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Fig. 12. Cross-layer SLA model for Cloud-hosted BDAAs
categories including application-level SLAs (aSLA), platform-level SLAs (pSLA) and Cloud infrastructure-level
SLAs (cSLA).

Furthermore, there are strong bonds between the upper layer and the corresponding lower layer of SLAs. From
the perspective of FRs, the actor at each layer has a bidirectional relationship with its neighbor’s layers either by
demanding or supplying behavior. In other words, the upper-layer actor demands or requests resources from the
lower-layer actor while lower-layer actor supplies the resources requested to upper-layer actor. From another
perspective, a two-way relationship is existed, where SLAs at each layer either constrain or support SLAs in
its adjacent layers. Concretely, an end user requests FRs along with NFRs through the interface with BDSaaS
provider. The NFRs will be negotiated and defined into aSLAs between them. Then, an aSLA will be interpreted
and formulated into a set of pSLAs. After that, a pSLA will be transformed into a set of cSLAs. From topmost to
bottom, the upper-layer SLA sets the constraints into its lower-layer SLA and decides how well the lower-layer
SLA must work to meet service-level objectives in the end. In turn, the low-layer SLA works hard to support
its upper-layer SLA. For instance, if the availability in aSLA is 99% (a 99% availability at this layer means that
users will be able to access the application at least 99% of the time), then, the availability in pSLA must be hover
somewhere between 99% and 99.99%, and the availability in cSLA must be higher than the availability in pSLA.
In the absence of meeting this, it might fail to guarantee SLA constraints.
In terms of SLA metrics, cSLA metrics such as VMs quantity, CPU and memory resources utilization, or the

availability of VMs affects the pSLA metrics such as the quantity of map and reduce nodes in Hadoop platform
(Data Processing Framework at BDPaaS layer) or the other pSLA metrics such as the quantity of data nodes,
transfer rate, and replication factors of NoSQL database service (Data Storage Framework at BDPaaS layer).
Certainly, this at last affects aSLA metrics such as capital cost, availability and reliability of the applications.
This exemplifies the strong cross-layer SLA dependency relationship. To guarantee the final SLA to customers,
BDSaaS provider should guarantee aSLAs by interweaving pSLAs and cSLAs.
Finally, our proposed CL-SLAMfBDAAs model presents a unified and structured scheme to describe and

interpret SLAs for Cloud-hosted BDAAs. In this novel model, SLAs are exposed and linked in a vertical motion,
which is orthogonal to the layers and may apply to any of them. Based on this model, users know what different
types of SLAs with various attributes exist and how they work collaboratively across layers to ensure the delivery
of SLA guarantee. This model meets all the aforementioned design principles and requirements. It is further
elaborated to propose a new categorization scheme of SLA metrics for Cloud-hosted BDAAs.
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Fig. 13. Categorization scheme of SLA metrics for BDAAs in Clouds
5.2 Multi-dimensional Categorization Scheme of SLA Metrics for Cloud-hosted BDAAs

The typical SLA metrics at CIaaS layer that customers expect are the number of VMs, memory size, CPU
usage, hard disk utilization, memory usage, additional network parameters and so on. While at BDPaaS layer, the
example of SLA metrics include throughput, response time, and availability. For instance, in the case of a Hadoop
cluster (at BDPaaS layer), we have metrics such as execution time, job turnaround and makespan in terms of
MapReduce tasks [52]. At BDSaaS level, a particular SLA metric is highly determined by the genre of BDAA.
For example, the rate and quality of data transfer are important for any video streaming-oriented BDAA, while
latency of processing and network generally interests a batch-based BDAA. It is worth to note that SLAs at each
layer might have an endless variety of metrics depending on different components and the nature of applications.
Figure 13 shows our proposed extensible and multi-dimensional categorization scheme of SLA metrics for

Cloud-hosted BDAAs. This schema not only defines the most commonly used metrics for each type of SLA (i.e.
aSLA, pSLA and cSLA), but also presents niche SLA metrics to be consistent with different components at each
layer.
5.2.1 aSLA Metrics There are lots of different types of BDAAs across a wide range of industries. For instance,
topic detection and tracking applications, large-scale log analysis applications and business intelligence. Due
to their wide variations, listing all SLA metrics at this level is impracticable. Hence, we select some typical
Cloud-hosted BDAAs and present common aSLA metrics for them as shown in Table 7. To embody the unique
features of these BDAAs, we provide niche aSLA metrics for them in Table 8.
5.2.2 pSLA Metrics There are four main components/frameworks at BDPaaS layer (i.e., data ingestion, storage,
processing and analysis). Selection of the specific software or tool as an instantiation of the aforementioned
different frameworks is based on many aspects such as flexibility, control and ease of use. Considering the
differential nature and role-playing, each framework at BDPaaS layer has different pSLA metrics. Table 9 lists
some common pSLA metrics, while some niche pSLA metrics for each framework are given in Table 10.
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5.2.3 cSLA Metrics Companies like Microsoft, Google and Amazon offer infrastructure as a service. With this
diverse range of Cloud infrastructures, most customers are perplexed to choose which SLA metrics should be
defined and specified as the hardware section of cSLAs. To clear away this confusion, we give the most common
and niche SLA metrics that interest customers when using Cloud resources in Table 11 and Table 12 respectively.
To better understand SLAs across different layers of BDAA, we present a SLAs template using a real Cloud-

hosted BDAA in Appendix B.

6 Open Issues and Future Trends

In this paper, we performed a taxonomic study on SLA-specific management for big data analytical applications
(BDAAs) in Clouds. Particularly, we addressed the most pertinent survey questions in this field.

The taxonomy-based study suggested that (i) The BDSaaS and CIaaS layers have received much less interests
from researchers in comparison with the BDPaaS layer. Hence, one of future trends could be paying more attention
to the former two layers. Taking BDSaaS layer as an example, future researchers could investigate how to manage
SLAs by using more domain-specific BDAAs such as healthcare, banking, and smart city; (ii) In terms of BDPaaS
layer, researchers put less attention to data storage (e.g., NoSQL) compared to data processing (e.g., Hadoop).
Since NoSQL attracted significant interest in recent years and also play an important role in Cloud-hosted BDAAs.
Hence, future work could study NoSQL-specific SLA management in Clouds; (iii) Considering data processing
technologies (batch or stream), the minority of papers discuss SLA management for stream-based applications
compared to batch-based applications. Since stream processing has recently received increasing attention because
of technological innovations which have facilitated the creation, maintenance, and processing of massive data
with lower latency and better resilience. Therefore, future trend could particularly focus on SLA management for
stream-based BDAAs; (iv) Techniques such as constraint programming, auto-scaling, error handling and so on
received less attentions by extant researchers compared with optimization, scheduling, simulation, monitoring
and machine learning techniques, which points out another possible future work.
As a conclusion, we explored the current research state in the field of SLA management for Cloud-hosted

BDAAs and provided some future works. Provisionally, future researchers would take advantage of the ideas
from this taxonomy-based survey as an entry point to address some gaps and most importantly enhance the
maturity of the research field on SLA management for Cloud-hosted BDAAs.

Table 7. Common aSLA metrics

aSLA Metrics Description
availability The uptime of BDAA for end users in a specific time frame

financial cost The total financial cost of using BDAA
respone time Time to complete and receive the analysis result

usability The degree to be easily used by end users through built-in interfaces
deadline The total time of executing a BDAA and returning final results to its end user
reliability The ability to maintain operational status in the majority of cases
integration The degree of simplicity for integrating with applications and services require data from BDAA
capacity The capacity the BDAA can provision
scalability The ability to scale when expanding large volume of data or vast number of users
customizability The flexibility to use with diverse kinds of users
pay-per-use billing The ability to charge based on the usage of resources or duration
security The degree to be exempt from malicious attack incurred by the network, software, tools, process or

human, which results in significant damage or loss
energy efficiency The degree of overall energy consumption on a per unit level (e.g., per capita, per customer, per hour)
the ratio of the admitted workloads The proportion between the permitted workloads quantity and the submitted workloads quantity by

end users
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Table 8. Niche aSLA Metrics by different types of BDAAs

BDAA aSLA Metrics Description
Topic detection and tracking
application [21, 127]

• event detection delay
• input throughput
• output throughput

• the delay of detecting events such as earthquake, football
matches

• the number of input events that are processed during a period
• the number of derived events that are produced during a pe-

riod
Big data-based traffic conges-
tion detection system [? ]

• alert sending delay • the delay of sending alerts of existing traffics

Large-scale ingestion of ana-
lytics events and logs applica-
tion [6]

• log integrity
• alert sending speed

• the percentage of logs that can be seen
• the number of alerts sent per second

Business intelligence on big
data [20]

• the delay of decision making
process

• the delay of a decision that is made based on business intelli-
gence

Social network driven stock
recommendation system [98,
143]

• data analysis delay • the delay of completing stock analysis based on social network
data

SLA based healthcare big data
analysis and computing in
Cloud network [100]

• disease prediction accuracy • the degree to accurately forecast patients’ prospective disease
condition

Google smart inventory man-
agement system [2]

• inventory accuracy • the degree to grasp accurate information regarding inventory
and product at any time

Table 9. Common pSLA metrics

pSLA Metrics Description
availability The uptime of each framework in BDPaaS in a specific time

integration The abilities to integrate with other frameworks and platforms
capacity The capacity the BD platform can provision

scalability The abilities to expand platform-level resources as requests or workloads increase

pay-per-user billing The ability of the charging based on which framework or time of utilization
energy efficiency The degree of energy consumption on a per unit level (e.g., per capita, per customer, per hour) for

each framework

security The degree to be free from malicious attack incurred by software or tools in each framework at
BDPaaS layer, which brings damage or loss

fault tolerance The ability to maintain an appropriate operational status even in the case of failures within its com-
ponents
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Table 10. Niche pSLA metrics by the different framework at BDPaaS layer

Framework Sub Category pSLA Metrics

Data Ingestion
Batch-based • data size • the number of chunks • chunk size • throughput

• the number of data format supported
Stream-based • data size • data arrival rate • latency • the number of data format supported

Data Storage

Distributed File Systems
(HDFS)

• transfer rate (read, write) • latency (read, write, update)
• the number of data nodes • replication number
• the overall size of input data • the size of split data • network throughput

NoSQL • transfer rate (read, write) • latency (read, write, update)
• the quantity of data nodes • replication factors • queries speed
• transaction response time • data freshness

RDBMS • queries speed • query throughout • the number of connections
• buffer pool usage • transfer rate (read, write)
• latency (read, write, update) • replication factors • batch requests/sec
• disk read I/O per sec • disk write I/O per sec

Data Processing

Batch-based • the number of map tasks • the number of reduce tasks
• the number of unhealthy nodes • the number of active nodes
• the number of instances
• upper bound on the time finishing the data processing task
• block size • job turnaround • maximum allowed completion time

Stream-based • response time to streaming data • stream processing latency
• peak system resource usage • system start-up time
• Jitter (the variance of processing times)

Data Analysis

Statistics-based how good is the statistical method (error rate, sensitivity, validity)
Machine learning-based • how good is the machine learning model (precision, recall, accuracy, sensitiv-

ity, specificity)
• model training time • model training speed
• the size of the machine learning model
• average response speed for individual prediction requests
• number of algorithms supported for data analysis

Table 11. Common cSLA metrics

cSLA Metrics Description
availability the uptime of Cloud infrastructure in specific time
capacity The capacity that the Cloud infrastructure can provision
scalability The ability to expand infrastructure-level resources (e.g., VMs) requested from BDPaaS level

pay as you go billing The ability to charge based on time of utilization of VMs or storages
energy efficiency The degree of energy consumption for data centers

security the degree to be exempt from malicious attack incurred by Cloud infrastructure, which causes damage or loss

Table 12. Niche cSLA metrics by different components at CIaaS layer

Component cSLA Metrics
Computing resources • response time • CPU utilization • memory utilization

• system load • scale up time • number of VMs
• number of cores per CPU • memory size
• duration of individual VM migration

Storage resources • number of units of data storage • storage size
• privacy • backup • hard disk utilization
• I/O speed (bytes per second) • failure frequency
• maximum downtime

Network resources • network throughout • network bandwidth • network latency
• accessibility to the Internet across the firewall
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A Background

A.1 Concept: Big Data, Big Data Analytics and Applications

While it is ubiquitous today, big data does not have an absolute, precise and agreed upon definition [42, 92, 98].
In this paper, we considered the definition issued by NIST on September 2015 [24] that Big Data contains large
amount of datasets in the four principal characteristics (i.e., volume, variety, velocity, variability) that highly
demands advanced technologies and architectures to efficiently store, manipulate, and analyze.

The potential of big data is unleashedwhen it becomes possible to mine analysis and insights from it. This results
in the emergence of big data analytics that provides vast opportunities for extant and prospective organizations
to construct valuable information from big data [67? ]. According to [30, 33, 71], big data analytics is an advanced
technology to examine and transform a significant amount of datasets that consists of multiple data types for
improving the comprehension of data. After analyzing data, correct tools and approaches are used to create decent
visualizations of the findings in various format (e.g., tables, 2D and 3D graph) for superior decision making. The
primary purpose of big data analytics is to enable organizations to uncover hidden patterns and reveal unseen
correlations from huge datasets and thus make effective decisions.

The power of big data analytics is usually released through an emerging type of software applications namely big
data analytical applications (BDAAs). Generally, BDAAs leverage large-scale distributed processing frameworks
(e.g., Hadoop [76]) to analyze big data. Big data analytics has found applications across a wide array of areas
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such as financial and banking services, telecommunications, digital media, healthcare, manufacturing, and others
[37, 72]. Leading providers provide a wide scope of different types of BDAAs. For example, Google utilizes
Google BigQuery [11] to offer inventory management system [9], an abundant, highly scalable, low cost and
pay-as-you-go BDAA to make inventory management productive and efficient. Amazon provides natural language
processing-based BDAA in clouds that identifies the language of voluminous texts, extracts vital entities such as
people, organizations, locations or events, and analyze sentiments in texts using Amazon Comprehend [3].

A.2 Cloud-hosted big data analytical applications

Nowadays, we have witnessed an increasing trending practice that many organizations deploy and operate
their big data analytical applications (BDAAs) in clouds to reap even more benefits of big data. This is because big
data (BD) and cloud computing (CC) are two technologies that are often conjoined and increasingly incorporated
together [38, 57]. BD is a method for optimizing the data analytic platforms in terms of implementation scalability,
deployment flexibility, execution robustness, cost effectiveness and so on [64]. CC is the next revolution in
computing paradigm that can efficiently utilize resources without compromising scalability, security, the time
and cost of execution and so on. CC complements and benefits BD in the form of promptly provisioning and
releasing a shared and configurable infrastructure (i.e., computing resources, resources and network resources)
that are readily accessible in a pay-as-you-go economic model with minimal cost of management or interaction
[73]. Therefore, it makes sense that organizations should look to CC as the resource provisioning platform to
support their BDAAs.
The provision of such BDAAs in cloud could bring benefits to organizations by easing adoption and saving

considerable cost. Also, it could generate useful insights and construct them different types of competitive
advantages. In fact, increasing organizations opt for cloud nowadays. According to the blog post in August 2017
written by Brian Hopkins who is the vice president of Forrester [2], Global capital spending on big data solutions
through cloud subscriptions will expand roughly 7.5 times speedier than the traditional on-premises subscriptions.
Moreover, the public cloud ranked the top technology for big data according to the surveys of data analytics
professionals over year 2016 and 2017". Also, a business intelligence to Hadoop/big data connection company
AtScale [16] conducted a three-year survey on how global companies use big data and the cloud. The survey
findings unsurprisingly revealed that cloud is effectively taking center stage for big data use. The survey has
found that there has been an increased amount of attention to the deployment of BDAAs in clouds, with 59%
of respondents has deployed BDAAs in clouds already. Additionally, over three quarters (77%) are projecting
they would use the cloud for big data up 5% from last year. These demonstrate that cloud-based BDAAs is a
widespread phenomenon nowadays.

A.3 Layer-based Architecture of Cloud-hosted Big Data Analytic Applications

According to the works in [57, 59, 69, 82, 109], a typical cloud-hosted BDAA spans multiple layers. Each layer
serves different function and consists of different components/frameworks. We give a pictorial representation of
a layer-based architecture for cloud-hosted BDAAs, which is shown in Figure 1.
It is observed that there exist three layers from top to bottom: Big Data Software as a Service (BDSaaS), Big

Data Platform as a Service (BDPaaS) and Cloud Infrastructure as a Service (CIaaS). Beyond the top level are
usually end users who request analytics service through the interface. It is not difficult to understand that an end
user is served as the client of the BDSaaS. Then, BDSaaS is served as the client of the BDPaaS. Next, BDPaaS is
served as the client of the CIaaS. Under the level of CIaaS exists scalable hardware resources in datacenters. Each
layer are detailed as follows.
Cloud Infrastructure as a Service (CIaaS): Cloud computing plays an integral role of underlying infras-

tructure in this framework located at the bottom layer. In this layer, users access three main elastic resources
(i.e., computing-based, storage-based, and network-based resources) in a pay-per-use mode. This layer provides
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Fig. 1. The layer-based architecture of big data analytical applications in clouds

the most opportunities for direct influence on big data technology (scalability, availability, computing, and
accessibility of raw data). Amazon EC2 [4] is an excellent choice in this layer offering high-performance and
on-demand computing resources, analogous to a server in a datacenter. Amazon Simple Storage Service [6] is
storage resources analogous to an array of hard drives.
Big Data Platform as a Service (BDPaaS): The platform layer includes software, tools or frameworks

dedicated to BDAAs. For instance, Hadoop and its ecosystem [76]. BDPaaS emphasizes on the provision of a
specialized execution environment for processing the applications, which are often instantiated over CIaaS to
ensure scalability, availability, reliability, and so on. BDPaaS typically includes multiple frameworks/components
as follows.

• Data Ingestion: This is the first step for the data coming from variable sources to start its journey, which
is responsible for ingesting data into BDAAs. It includes two types of ingestion (i.e., batch and stream).
Batch ingestion represents traditional data integration tools and software (e.g.,extract, transform, load).
Stream ingestion consists of simple messaging systems and complicated event-based processing engines
[69]. Sample technologies for batch ingestion are Apache Sqoop [91]. Apache Kafka is a good example of
stream ingestion [50]

• Data Storage: Represents technologies for persistent data storage for BDAAs. It is characterized by different
types of storage such as traditional RDBMS (e.g., MySQL, Oracle etc.,), distributed file systems (e.g., Hadoop
HDFS [62], Google File System [52]), and NoSQL (e.g., MongoDB [40], Hadoop HBase [95]) data stores.
RDBMSs are mature and well support structured data, while unstructured data prefer NoSQL or distributed
file systems, which is a reasonable choice for BDAAs

• Data Processing: Deals with technologies for the execution and computation of voluminous data from
data ingestion framework. It is mainly classified into batch-based processing and stream-based processing
paradigm. For batch processing, voluminous data is first stored and then processed and analyzed at once
[59]. The algorithm exploits an efficient divide-and-conquer approach that split the dataset into chunks and
processes each chunk on a individual machine where intermediate output are generated and eventually
aggregated to a final result. Apache Hadoop MapReduce [43] has become the dominant batch processing
model. The streaming processing paradigm refers to the technology that queries continuous data streams
and detects conditions quickly from the time of receiving the data at the second or even millisecond level.
Apache Spark [105] and Apache Storm [7] are representative examples of stream processing
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Table 1. Summary of the layered architecture of big data analytical applications in clouds

Layer Component Representative Examples Characteristics of Big Data
BDSaaS A wide range of domains

• Salesforce.com’s Marketing Cloud [13]
• BrandsEye [8]
• Google’s inventory management system [9]

Value, Validity

BDPaaS

Data Ingestion
• Batch (e.g., Sqoop)
• Stream (e.g., Kafka)

Velocity

Data Storage
• DFS (e.g.,Hadoop HDFS)
• NoSQL (e.g., MongoDB)
• RDBMS (e.g., Oracle)

Volume, Variety

Data Processing
• Batch (e.g., Hadoop MapReduce)
• Stream (e.g., Apache Storm)

Velocity, Variety

Data Analysis
• the type of data analytics (descriptive, predictive and prescrip-

tive)
• the type of approaches (statistics-based method and machine

learning-based method)

Value, Veracity

CIaaS
Computing Amazon EC2, Google Compute Engine, Azure Virtual Machines N/A
Storage Amazon S3, Google Cloud Storage, Azure Storage (Block Blob) N/A
Network Amazon VPC, Google VPC, Azure Virtual Network N/A

• Data Analytics: Comprises technologies that are responsible for uncovering unknown patterns and un-
raveling invisible correlations. Hence useful insights for better decision making are extracted and real
value is generated, which is the ultimate objective of BDAAs. This framework is differentiated by two
dimensions: the genre of data analytics and the genre of approaches. The genre of data analytics comprises
descriptive, predictive and prescriptive [31, 32, 67, 97]. The genre of approaches includes statistics-based
method [74, 78, 104] and machine learning-based methods [45, 99, 104]. Some representative examples of
BDSaaS include Google BigQuery [11], Microsoft Data Lake Analytics [14] and Amazon Redshift [5]

Big Data Software as a Service (BDSaaS): This top-tiered layer typically provides specific BDAAs interfaces
that enable users to focus on one particular domain of business or private concern and do not mention any
underlying Cloud resources nor BDPaaS level components. Typically, BDSaaS is a web-based and multi-tenant
system that analyzes and interprets massive amounts of data to deliver more insightful results for their subscribers.
Users would develop and execute scripts and queries to analyze and generate reports and visualizations [109].
BDSaaS is an extension of the common SaaS model, with the same delivery model benefits, but better because
BDSaaS leverages the best of the underlying BDPaaS-level technologies (i.e., data ingestion, storage, processing,
and analysis) in clouds to construct valuable information and gain real insight for users. Representative examples
of BDSaaS are Salesforce.com’s Marketing Cloud [13] or BrandsEye [8]. These BDSaaS can collect real-time social
media data, process and analyze them through their featured data analytics platform and eventually produce
insights regarding feedback on the effectiveness of new marketing promotions or forecast of prospective products
problems [84].

Table 1 gives a summary of the above layered architecture. In comparison with on-premises environments such
as traditional server farms, this architecture demonstrates high level of modularity and granularity. Each layer
communicates with the neighboring layers and has the flexibility to evolve separately. The architecture integrates
cloud computing (CC) that acts the underlying infrastructure in the whole architecture, which highlights the
integral role that CC plays in BDAAs.
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A.4 SLA and its Evolution

A.4.1 SLA Definition The term of SLA remains multifarious definitions so far.
Marilly et al. [70] denote SLA as a contract between customers and providers with measurable terms specified,

what services customers will consume and what penalties provider will be credited if SLA violations incur".
Gartner defines SLA as an agreement between providers and customers that sets the expectations and specifies

their delivered services in terms of SLA metrics, penalties and responsibilities of all parties etc., by which the
process is monitored and approved [10].

IBM states that an SLA is a contract among providers and customers that defines the expectations regarding the
promised service level and quality concerning multiple measurable objectives such as availability and performance.
SLA establishes a shared understanding about the provisioned services content, service quality, obligations,
guarantees, and penalties between parties [15].
As a collection of detailed best practices for IT service management, Information Technology Infrastructure

Library (ITIL) [87] contributes a lot in spreading SLAs. It defines SLA as an agreement between customers and
providers that specifies the content of IT service, service level objectives, and documents the obligations of all
parties.

Based on these diversified definitions, in this paper, we consider SLAs as established agreements that govern the
relationship between different actors. It encloses comprehensive aspects regarding the services to be provisioned.
These include the promised quality of service (QoS) - expressed through multiple different terms, the service
level objectives (SLOs) that the service must guarantee in the form of constraints on QoS metrics, individual
actor’s responsibilities and obligations, as well as the penalties incurred when SLAs are breached [65].
A.4.2 The Evolution of SLA Over the last thirty years, SLA has undergone significant evolution driven by the
advancement of distributed computing paradigm in order to adapt for changes and new challenges in different
computing environments per requirements. Based on previous works in [55, 61, 63, 79, 80, 85, 96, 106], the
distributed computing paradigm has evolved several major phases that include Internet Computing [89], Peer-to-
Peer Computing [88], Cluster Computing [36], Grid Computing [34], Utility Computing [83], Cloud Computing
(CC) [73] and Big Data (BD) [25].

In the 1970s, the emergence of computer networks resulted in the introduction of distributed systems [28].
ARPANET (the predecessor of the Internet) was firstly developed as a network to serve academic institutions in-
cluding some government-funded research laboratories and universities. Commercially, Internet service providers
commence by the late 1980s [12]. Until now, some certain technologies began to emerge in the distributed
systems. Peer-to-Peer network is regarded as one of fundamental distributed systems during this time with the
purpose to enable sharing of data, such as streaming audio or video [55]. In the 1980s, Cluster Computing has
emerged, which is used for high-performance computing tasks. Another well-known distributed computing
paradigm is Grid Computing that appears in the mid-1990s as an evolution of Cluster Computing [55]. In the
2000s, Utility Computing was proposed based on the idea of providing computing solutions in a very similar way
as conventional public utilities (i.e., gas, electricity, phone, water) in everyday life [80]. Utility Computing was
the first step towards pay-by-use philosophy. Around 2007, CC has emerged as a popular distributed computing
paradigm [93]. Recently, the further advancement of computer technologies and distributed processing paradigms
have generated a new paradigm over the cloud at the forefront of BD. A representative example of such paradigm
is MapReduce [66] programming model that is built for paralleled data-intensive computing in clouds. This has
inspired an open source distributed computing framework called Apache Hadoop [76] and its ecosystem for
cloud-hosted BDAAs.

As an essential and efficient method of managing relationships between providers and customers and guaran-
teeing the level of service, we examine that SLA has been successfully used in all the aforementioned distributed
computing environments over the last thirty years. Accordingly, SLA has experienced remarkable evolution
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Fig. 2. SLA evolution stages with selected references

as the distributed computing paradigm advances to cater to changes and new challenges in each distinct com-
puting environment. Concretely, the main stages in the SLA evolutionary roadmap include SLAs for Internet
Computing [46, 53, 94], SLAs for Peer-to-Peer Computing [35, 51, 54], SLAs for Cluster Computing [100–103],
SLA for Grid Computing [39, 41, 68], SLAs for Utility Computing [29, 49, 56], SLAs for Cloud Computing
[26, 27, 47, 48, 58, 60, 75, 81, 90] and SLAs for cloud-hosted BDAAs [77, 86, 107, 108]. In this paper, we are not
going to detail each stage considering space. Instead, we give a brief explanation regarding SLAs for Internet Com-
puting, SLAs for Cloud Computing and SLAs for cloud-hosted BDAAs. Figure 2 proposes a pictorial representation
of SLA evolution and some representative references in each evolutional stage.

Historically, SLAs have originated with internet service providers in the late 1980s, which forms the first stage
(i.e., SLAs for Internet Computing). From this time, SLAs have been highly demanded by various providers and
customers in the telecommunication marketplace. Hence, Internet service providers and telecoms have commonly
incorporated SLAs into their contracts with corporate customers, where they use plain language to specify the
service level being provisioned to customers [44]. Further, in order to provide better practice advice, the Tele
Management Forum had published the NGOSS SLA Management Handbook in 2001 which represents a milestone
of SLA in its evolution [1]. Up to this time, NGOSS SLA Management Handbook is the most complete publication
regarding the management of SLAs with a focus on the Telecommunication Industry [87]. The drawbacks in
this very early SLAs stage lie in the fact that their SLA metrics are limited to the performance measurement on
IP-based network (i.e., packet loss and latency), and the specifications of their SLAs are too rigid to embody SLA
terms values once they were established between providers and customers.
Since then, the SLA evolution continues from the stage of SLA for Peer-to-Peer computing to the stage of

SLA for Utility Computing. During this evolution, significant advancements of SLA specification are particularly
triggered by the emergence of Utility Computing and Grid Computing, as the autonomy and openness of these
two computing paradigms required SLA specifications in the formats of adapting any semantic of application
domains in any organization. Further, the fast growth of cloud application market leads to the rise of new types of
services and forms of providing these services among cloud ecosystems, which drives the extensive exploitation
of SLAs for cloud computing environment. The continuous technological advancement of distributed computing
stimulates the application of SLA to the current stage of SLAs for cloud-hosted BDAAs. For the stage of SLA for
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cloud-hosted BDAAs, we will use a real cloud-hosted BDAA as an example to elaborate SLA importance and
challenges in the next subsection.

B Detailed Example of SLAs Template for a Real Cloud-hosted BDAA

To aid understanding of the SLAs across different layers of BDAA, we take a real cloud-hosted BDAA as an
illustrative example to present SLAs template. The selected BDAA example is a smart inventory management
system for retail offered by Google as one of their referred BDAA solutions and use cases [9].
According to Google, a smart inventory system for retail are built to maintain an accurate and update in-

formation as anything changes in the inventory. For example, as soon as a retail sold an item or even when
moved one part of store to another, inventory data should be refreshed in backend automatically. This brings
lots of challenges for retails who increasingly struggle to work in scenarios such as online and offline mode as
well as multiple channels. Hence, smart inventory management system comes into the picture to address these
challenges, such that, retailers can efficiently work with buyers and assist customers locate products faster. Also,
retailers can significantly benefit from operational efficiency by precisely perceiving the location and availability
of product at any time. Moreover, the inventory accuracy and movement offers useful insights for retailers to
fine-tune and better promote their products in market campaigns. To this end, retailers need to leverage the
power of cloud-based BDAAs that offer scalable infrastructure, reduced administrative complicatedness, and the
state-of-art techniques in terms of data ingestion, storage, process and analysis.
Figure 3 presents the architect of Google’s smart inventory system for retail. The components at each layer,

and the interactions and SLA requirements of each component are described as follows:
CIaaS layer

Fig. 3. Architecture of Google’s inventory system for retail
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• Compute Engine: It delivers multiple different types of VMs. Users can access Google’s VMs using predefined
sizes or creating customized machine types to suit particular business needs. These VMs serve the Cloud
Dataflow at BDPaaS layer. This component must satisfy SLA requirements. For example, it must ensure
availability to the customer at minimum 99.99% [18]

• Cloud Storage: Users can access data stored on Google cloud platform infrastructure through an online
RESTful-based file storage web interface. This component must satisfy SLA requirements as well. For
instance, it must guarantee at least 99.95% availability to customers [23]. Also, it must guarantee the security
and confidentiality of an application and customer data

• Cloud Network: Cloud virtual private network (VPN) offers a secure VPN tunnel to connect customers’
own network and Google’s global network. One of SLA requirements that Google VPN must meet is to
assure minimum 99.9% network availability to customers [22]

BDPaaS layer

• Data Ingestion: This regularly collects inventory data from multiple stores and proceeds it to subsequent
services. A good example of data ingestion is Google App Engine that offers the automatic and real-time
scaling abilities according to the future traffic patterns. SLA requirements are mandatory for this component.
It must provide 99.95% above availability [20]. Moreover, it needs to meet the requirements regarding
elastic scaling and minimum response time latency.

• Data Processing: This service includes two popular processing paradigms (i.e., batch or stream) for a smart
inventory system. A good example of data processing is Google’s Cloud Dataflow that offers the abilities to
transform and enrich data both in batch-based and stream-based workloads, and distribute these processing
workloads across many VMs instances. In terms of SLA requirements, it must efficiently process batch
or stream jobs with low-latency response time. The monthly uptime percentage (availability) defined by
Google is 99.5% [21].

• Data Storage: This service is dedicated to record and maintain accurate inventory data at any time. Once
new inventory events either through purchase or shipping happen, inventory database is then updated
in an automatic and real-time form. Google Cloud SQL is a well-suited choice for data storage, which is
deployed in MySQL and provides a native support regarding backup, replication and recovery. Still, SLA
requirements are mandatory for this component. For example, it must support high-speed queries for
counts from the inventory. In the documentation of Google cloud SQL SLA, the availability is set to be
greater than 99.95% [17].

• Data Analytics: This collects incoming inventory streams and load them into BigQuery where specific
analysis is performed and actionable insights are generated. BigQuery is a state-of-art Google’s data
warehouse solution. It can execute queries over TB amount of data within seconds. Without exception,
this service must satisfy SLA requirements as well. For example, it must guarantee the availability that is
greater than 99.9% [19]. Also, it must guarantee queries speed across TB volume data in seconds, and the
high accuracy of the queries result regarding the inventory at all times.

BDSaaS layer. Google’s inventory system is designed to provide a high accurate, visible, and analytical
platform for inventory movements throughout the supply chain at any time. This service must satisfy SLA
requirements such as availability, usability, scalability, integration, response time, financial cost, accuracy and
query speed. Customers can then choose service level objectives (SLOs) they want to apply for aSLA (application-
level SLA). For instance, response time is managed lower than a designated threshold, financial cost is efficiently
controlled without exceeding a given bar, agreed availability level is greater than 95%, and specification of
penalties applied when SLA violations incur.
For this application, its SLAs consist of aSLA, pSLA and cSLA. Figure 4 presents its cross-layer structure

of SLAs metrics. It is worth noting that this cross-layer structure of SLA metrics still applies to other BDAAs
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Table 2. Example of aSLA, pSLA, and cSLA for Google’s inventory system
aSLA- SLA between customers and Google

SLO 90% of requests handled by Google smart inventory management BDAAwill be processed in < 500ms
Guarantee Google smart inventory management BDAA must ensure availability at least 99%
Violation If the response time of Google’s inventory management as agreed is not met during any period, all

requests for that period will be free of charge.
If availability is < 99%, then 10% of service credit will be applied

pSLA-SLA between BDSaaS and BDPaaS

Date Ingestion
SLO For a maximal capital cost of USD 0.056/vCPU per hour (batch type) or USD 0.069/vCPU per hour

(streaming type) to the Data Ingestion framework in BDPaaS (e.g., Google App Engine), themaximum
response time must be 1 second per ingestion

Guarantee The data ingestion service (i.e., Google App Engine) will be available of at minimum 99.95%
Violation If availability is < 99.95%, then 10% of service credit will be enforced

Date Storage
SLO Requests to the Data Storage framework in BDPaaS (e.g., Google CloudSQL), the response time has

to be lower than 1 second
Guarantee The data storage service (i.e., Google Cloud SQL)will be available of at least 99.95%
Violation If availability is < 99.95%, then 10% of service credit will be practised

Date Processing
SLO Regarding a maximal financial expense of USD 0.056/vCPU per hour (batch type) or USD 0.069/vCPU

per hour (streaming type) to the Data Processing framework in BDPaaS (e.g., Google Dataflow), re-
sponse time has to be smaller than 1 second per dataflow job

Guarantee The data processing service (i.e., Google Dataflow) will be available of at least 99.5%
Violation If more than 2% of queries to the Data Processing framework(i.e., Google Dataflow) in BDPaaS violate

SLOs, the customer will receive the financial credits by 0.02/violated dataflow jobs If availability is <
99.5%, then 10% service credit will be charged

Date Analysis
SLO Requests to the Data Analysis framework in BDPaaS (e.g., Google BigQuery), response time has to

be no more than 1 second
Guarantee The data analysis service (i.e., Google BigQuery) will be available of 99.9% at least
Violation If availability is < 99.5%, then 10% of service credit will be applied

cSLA-SLA between BDPaaS and CIaaS

Compute
SLO For a maximal capital cost of USD 0.0100/hour per VM instance of the cloud infrastructure computing

service (i.e., Google Compute Engine), at least 10 VMs, each configured with one vCPU and 3.75GB
memory must be provided

Guarantee Availability to customer of at least 99.99% should be provided
Violation If more than 1% of the time VMs at CIaaS layer has breached SLOs, USD 0.3/hour per the violated

VM instance is penalized

Storage
SLO For a maximal capital cost of USD 0.026 GB/month of the Cloud infrastructure storage service (i.e.,

Google Cloud Storage), at least 1TB multi-regional storage must be provided
Guarantee The data storage service (i.e., Google Cloud SQL)will be available of 99.95% at least
Violation 10% of service credit will be imposed when availability is lower than 99.95%

Network
SLO For a maximum financial cost of USD 0.050 per tunnel per hour of the cloud infrastructure network

service (i.e., Google Cloud Network), at least 100 tunnels and 100GB bandwidth must be provided
Guarantee The cloud network service (i.e., Google Cloud network) will be available of 99.9% at minimum
Violation If availability is < 99.9%, then 10% of service credit will be enforced

although we take the Google smart inventory management system as an instance. Table 2 elaborately describes
an illustrated example of this application’s aSLA, pSLA and cSLA.
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Fig. 4. Cross-layer SLA metrics for Google’s inventory system
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